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 Abstract: 

This paper work refers to the prediction problems which are used with the help of the neuronal 
networks. The network is made of a neuron whose function is linear and who has the past few 5 input 
values of the useful signal x(t) – this signal must be predicted. 
The training algorithm is Widrow-Hoff. This algorithm decreases the number of square errors between 
the output of the network and the required value, and it eventually establishes the “weight” factor. 
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 INTRODUCTION 

 
This identification [2], [3] is based on some 
neuronal methods and it has been lately used a 
research method due to mathematical research 
about the approximation properties of the 
neuronal networks - MLP (Multilayer 
Perceptron) and RBF (Radial-Basis Function) 
type [1]. The development of this new domain 
has been spectacular due to a remarkable 
contribution of some Automatics scientists. They 
have used the MLP networks for the non-linear 
identification and they have decided to use the 
RBF-type patterns. Thus, we have to point out 
the fact that the most important automatic 
application of those techniques, who are specific 
for the neuronal networks, is the use of the MLP 
features with sinoid nodes inside the hidden 
layer(s). On the other hand, those companies 
who produce technical-scientific software have 
begun developing specific facilities for the 
neuronal networks, so that the first version of 
the Neuronal Network Toolbox (NNT) should be 

enclosed in the MATLAB 4.2 environment – it 
had a major impact on the interest of the 
automatics specialists. NNT, from the earliest to 
the most recent version, has been designed to 
cover a range of applications of the neuronal 
networks, the designers had no intention to 
develop the Simulink blocks simultaneously [4]. 
These blocks are used for designing dynamic 
patterns.

 
 NEURONAL NETWORKS. TRAINING NEURONAL 

NETWORKS 
 

The neuronal networks can be made of simple 
processing elements, such as perceptrons or 
neuronals (Figure no. 1), and they make up one-
layer networks, or of multiple elements and they 
make up multi-layer networks [1]. All these 
network-types enclose some elements that are 
distributed within the connection „weights" 
amongst different layers that make up each 
network [6]. The properties of the neuronal 
networks are: contain memory, shape 
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acknowledgment, control and identification of 
the non-linear processes, etc. These properties 
are obtained through learning, such as in the 
case of the physiological systems. Specific 
training algorithms could be used in order to 
determine the values of those weights/ 
ercentages who represent the solution to the 
problems we solve by using the neuronal 
networks. The training algorithms could be 
divided in two separate categories: supervised 
instruction methods and non-supervised 
instruction methods. In the case of those 
methods belonging to the first category, the 
instruction is called supervised because we 
know both the input and the output sizes. The 
system is shaped up with the help of a neuronal 
network and the weight amongst the layers have 
random values. By comparing the input sizes 
that we already know and those of the output of 
the network (after we have used the input data 
set), we get an error signal. This signal helps us 
establish and adjust the weights amongst the 
layers of the network, in order to diminish a 
performance criterion [8]. 
 

 
Figure 1 Classic perceptron model 

for neuronal networks 
 

 
Figure 2 Supervised instruction mechanism 

 
The non-supervised learning methods do not 
uses already-known input sizes during the 
training stage of the neuronal network, by using 
only the input sizes for adjusting the weights. 
Thus, we can establish some input categories 
who correspond to some inputs from the data 
set, or „winner take all” outputs – in this case, 
the output neuron who has the highest activity 
wins and turns active, meanwhile the others do 
not work. This method is called self-organisation 

and we could use it successfully in matters of 
shape acknowledgement. 
 

 
a)  b)            c) 

Figure 3„Feed forward” neuronal networks topologies 
a), b) and „feedback” neuronal networks topology c) 

 
According to this topology, the artificial 
neuronal networks could be classified in two 
categories - „feedback” and „feed forward”. In 
the case of a „feed forward” network the 
neuronal output is sent to other neurons who do 
not receive any information from the input 
neurons from the surface layers - Figure 3 a) and 
b). 

 
 NEURONAL NETWORKS USED FOR SIGNAL 

PREDICTION 
 

The design of the linear prediction neuron is 
described in Figure 4. The network is made of a 
linear active neuron and the input receives the 
last five values of the useful signal x(t) - this 
signal must be predicted [4], [7]. 
We write the matrix P,  
 

( ) ( ) ( ) ( ) ( )[ ]4321 −−−−= txtxtxtxtxp , 
 

and the five delay values of the x(t) signal, who 
are going to be represented at the input of the 
neuronal network. The matrix and the values are 
going to represent the data we need for the 
supervised training, by using the Widrow-Hoff 
algorithm. This algorithm decreases the sum of 
the square errors between the output and the 
required value, and establishes the weight vector 
who is able to solve the problem.. 
 

 
Figure 4 Linear prediction neuron 
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Figure 5 The proposed sinusoidal signal 

(blue) and the network predicted signal (red) 
 

We consider a sinusoid signal 
( ) ( )ttx ⋅⋅+= π2sin5.0  - in Figure no. 5 it is 

coloured in blue. The learning ratio of the 
training algorithm is 1.0=η , considering that it 
is constant during the training process. The 
network turns active and the training algorithm 
is used for a period of 200 steps. We could see 
that after about 100 repetitions the network is 
able to predict the signal we propose – Figure 
no. 5, where the red signal represents the output 
of the neuronal network during the training 
process.  Figure no. 6 describes the prediction 
error - the difference between the real and the 
predicted signal. This signal tends to reach 0 
after a certain time.  
Figure no. 7 describes the values of the simple 
perception weights during the training process. 
The identification time of the process lasts 
according to the value we choose for the 
learning ratio. If we want a faster identification 
then, the value must be increased, but the values 
we have estimated during the first stages reach 
important values. We could also use another 
training method that should vary the learning 
ratio throughout the process, for improving the 
methods. 
 

 
Figure 6 Prediction error between the real 

and predicted signal 

 
Figure 7 The evolution of the weights during the 

training process 

 
 CONCLUSION 

 
All the neuronal networks could be made of 
simple processing elements, such as perceptions 
or neurons, so they should make up some single-
layer networks, or made of several elements and 
they should make up some multi-layer networks. 
The „information” within all these networks is 
distributed within the connection weights 
amongst the different layers that make the 
network. Studies have proven that the 
prediction of the neuronal networks signals is 
extremely effective. 
This paper work has described the linear neuron 
used for predictions, the training process, and 
the results we had obtained. The network is 
made of one neuron, according to the linear 
active process, which has the last five input 
values we have to predict. 
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