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interest, and to this end we have assembled a distinguished 
Editorial Board and Scientific Committee of academics, 
professors and researchers.  
ACTA TECHNICA CORVINIENSIS – Bulletin of Engineering 
publishes invited review papers covering the full spectrum of 
engineering. The reviews, both experimental and theoretical, 
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ACTA TECHNICA CORVINIENSIS – Bulletin of Engineering 
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communications and case studies) will be subject to peer review 
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Bulletin of Engineering. The publication, reproduction or 
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All the authors and the corresponding author in particular take 
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which amounts to plagiarism. We also request the authors to 
familiarize themselves with the good publication ethics 
principles before finalizing their manuscripts.  
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1.Isak KARABEGOVIĆ 

 

THE ROLE OF INDUSTRIAL AND SERVICE ROBOTS IN THE 4th 
INDUSTRIAL REVOLUTION – “INDUSTRY 4.0” 
 
1. University of Bihać, Technical Faculty Bihać, BOSNIA & HERZEGOVINA 
 
Abstract: As it is well known, the fourth industrial revolution, entitled "INDUSTRY 4.0" appeared for the first time at the Hannover 
Fair in 2011. It comes from the high-tech strategy of the German federal government that promotes automation and 
computerization of industry. Ever since 2012, the working group of the German government presented recommendations for the 
introduction of "Industry 4.0" in the production processes. The strategy consists of adjustment of industrial production to complete 
smart automation, which means the introduction of self-automation method, self-configuration method, self-diagnosing and 
removal of problem, knowledge and intelligent decision making. The central figures of "Industry 4.0" are industrial robots, as well 
as service robots. Their application in all production processes, with the support of information technology, will lead to "intelligent 
automation" and "intelligent factories". In the nearby future (expected by 2025), machines, devices, robots and humans need to 
be mutually connected, so that they can work side by side and communicate with each other via the internet platform (IOT). The 
paper states the role of robots in the fourth industrial revolution, as well as predictions of the development and implementation 
of robots in the industrial processes. Smart automation or smart factories will create a society in which the wealth, created through 
the strengthening of global competitiveness, would serve to meet social issues in the society. 
Keywords: industrial robot, service robot, intelligent automation, industry 4.0, smart factory, robotic revolution 
 
 
INTRODUCTION  
In the past 20 years the development of digital technologies, 
new methods and new technologies in the world as well as 
their implementation in production, urged the companies 
worldwide to constantly monitor these developments and 
conduct modernization and automation of their production 
processes in order to stay competitive. The fourth 
technological revolution "Industry 4.0" (the term originated in 
Germany, and can in many ways be labeled as "smart 
factories", "smart industry" or "advanced manufacturing") 
refers to the implementation in production technologies, 
supported by a variety of digital technologies (e.g. 3D 
printing, Cloud computing, ICT, advanced robotics) and new 
materials. One of the reasons that above mentioned 
technologies are already partially available is constant 
decrease in costs, and it is expected that they will be fully 
represented in the production processes in the near future. 
The other reason why companies need to follow the 
development and implementation of these technologies is 
because customers quickly obtain information through ICT 
and expand their requirements, so that products they 
demand become more complex and complicated for a 
production process [1, 2, 3, 4, 5, 6, 7]. The application of these 
technologies, or the digitized production,provides a wide 
range of changes in the production process, greater flexibility 
in production process, and easier automation of production 
processes by using adjustable or collaborative robots, so that 
different products can be produced during the same 
production process. In this way, manufacturers will be able to 
produce very small series (one product if needed) because 
this technology provides a possibility of fast configuration of 

machines and production process, as well as their adaptation 
to customer requirements.In other words, we have the ability 
to produce rapidly without the installation of new production 
line. The application of digital design and virtual modeling of 
the production process reduces the time needed forthe 
production process from design of a product to the 
distribution to the customer. In addition, we have high 
improvement of the finished product quality and reduced 
level of production errors. With the implementation in the 
technology production process (such as ICT technology, 
sensor technology and robotic technology) we have the 
ability to record the production process of each element 
(instead of sampling and control) and detecting errors that 
occur during the process. When detecting errors, the 
machines can be adjusted in real time . The development of 
ICT technologies, sensor technologies and their application in 
robotic technology leads to the development of new 
industrial robots that can work together with the workers. For 
this reason, the companies are trying to introduce "intelligent 
automation "or use "smart machines" in the production 
processes that will be the product of the fourth industrial 
revolution "Industry 4.0". If we take into account the fact that 
large companies in the developed countries incorporate the 
application of "intelligent automation" in their business 
strategies, we come to the conclusion that in 10 to 20 years 
we will reach "smart factories", which will easily be able to 
satisfy all the needs demanded by the customers. Industrial 
robots are being developed in the sense of cooperation 
between robots and workers, simplification of use, industrial 
robots with multiple hands, robot integration with the 
existing systems, modular robots, compact and lightweight 
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robots, and their implementation in a production processes 
that is supported by the ICT technologies, and followed by 
the objective towards "smart factories“. Intelligent robots will 
completely replace the workers in the production process, 
and at the same time the workers will work on more effective 
creative tasks [3, 16, 18]. 
THE ROLE OF DIGITAL TECHNOLOGY IN THE FOURTH 
INDUSTRIAL REVOLUTION "INDUSTRY 4.0" 
As we already mentioned, the fourth industrial revolution is 
the result of digital technologies, and the participation of 
various digital technologies initiates the transformation of 
industrial production. In the next period, everything will 
depend on a number of new and innovative technological 
achievements. The application of information and 
communication technology (ICT), enable us to acquire 
information based on which we can carry out the integration 
of all systems in all phases of creating new products, both 
within the production process and outside of the production 
process (referring to the logistics and supply).Figure 1 
outlines the key digital technologies (ICT) that enable digital 
transformation of the industrial production processes [1,3,15]. 

 
Figure 1. The transformation of production processes with 

digital technologies 
The analysis of Figure 1 provides us with the conclusion that 
following technologies will lead us towards digital 
transformation of the industrial processes: Big Data, Cloud 
Computing, Internet, Simulations, Artificial Intelligence, and 
System integration, all representing support technologies on 
top of the Figure 1, such as Additive Manufacturing, 
Autonomous Machines and Human-Machine Integration. 
There are two reasons why digital technology will transform 
the production processes in the industry: the first is that their 
representation in the production processes is increasing 
every day, and the second is that the combination of various 
ICT technologies converges with other technologies. The 
main effect that influences the productivity in the production 
process is technologies depicted at the bottom of Figure that 

enable the work of technologies on the top of Figure 1. In 
order to use the above mentioned technologies and in order 
to achieve all that was not possible until now (for example, to 
control each piece during the production, follow the 
distribution, changing parameters during production, etc.), 
we have to implement all digital technologies shown in 
Figure 1. The best example of future technology is shown in 
Figure 2. It gives the scheme of fourth industrial revolution 
and the role of robots in the "Industry 4.0" [3,8,17,19,20]. 

 
Figure 2. The basis of the fourth industrial revolution "Industry 

4.0" are industrial robots and service robots 
As Figure 2 shows, the current method of production is ever-
changing and is being replaced by new productions 
methods, i.e. the transformation and production processes 
with the participation of digital technology in all processes of 
production, distribution and monitoring products 
throughout their life. It is impossible to automate the 
production processes with the "smart automation" without 
the participation of the industrial and service robots. Robotic 
technology and robots are one of the foundations of the 
fourth industrial revolution. The reason for this is that there 
has been the development of robotic technology owing to 
digital technologies, and above all, information technology 
and sensor technology, which led to the development and 
application of new types of industrial and service robots that 
make independent decisions and can work together with 
workers, but also take into account that they are not hurt 
during operation. In the period to come, i.e. future, it will not 
be possible to imagine any production process without the 
participation of the robots because they will be very flexible 
in order to perform any activity. In this way, robots 
significantly increase productivity, which is the objective of 
the companies engaged in the production. They produce 
faster, stronger and more consistent than workers with a 
combination of new sensors and actuators, and extensive 
data analysis. By using digital technology, such as Cloud 
Computing and Internet of Things, we get the ability to 
produce by independent production machines, that increase 
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productivity, they are automatically maintained, and maintain 
communication during the production process.  
THE DEVELOPMENT OF ROBOTIC TECHNOLOGY WITH 
THE SUPPORT OF ICT TECHNOLOGY 
Automation of production processes began in the 60s of the 
last century with the introduction of industrial robots in the 
production process in the automotive industry. The 
automation of production systems by introducing industrial 
robots is an ongoing process, and nowadays is performed 
differently because of the development of information 
technologies that affected its application in the automation 
because today they are performing multiple tasks, with the 
possibility of reprogramming. One of the disadvantages of 
the first-generation industrial and service robots is that they 
have to be programmed for every operation. The second 
disadvantage is that industrial robots were separated with 
barriers from the workers, so as not to hurt them during 
operation in the production process. Digital technology, 
sensor technology and new materials support the 
development of robotic technologies and their convergence 
enabled the development of second-generation industrial 
robots. 

a) 

b) 
Figure 3. The representation of industrial robots worldwide 

in the period 2005-2015 and the prediction of representation 
until 2020: a) Annual representation of robots; b) Prediction of 

representation 
In order to understand the speed of convergence of digital 
and other technologies with robot technologies and their 
implementation in manufacturing processes in the industry, 

we have to conduct the analysis of the representation of 
industrial and service robots in the world in the last ten years. 
Statistical data were taken from the IFR (International 
Federation of Robotics) and shown in diagram in Figure 1 [9, 
10, 11, 12, 13, 14]. 
Based on Figure 3a), we can conclude that the representation 
of industrial robots in production processes worldwide is 
increasing every year, so that in last ten years the 
representation of robot units increased from 120.000 robot 
units in 2005 to 254.000 robot units in 2015. This statement 
provides us with the assumption that the development of 
information technology and robotic technology and their 
implementation in production processes is increased by the 
automation and modernization of production processes, thus 
increasing the productivity. 

a) 

b) 
Figure 4. The representation of industrial robots in top twelve 

countries in the world in the period 2005-2015 and the 
representation of industrial robots in China in the period 2005-

2015: a) Representation of robots in top countries;  
b) Representation of robots in China 

The predictions of representation of industrial robots in the 
coming period are given in Figure 3b). We can see that the 
increase of the representation is going to continue, and it will 
reach around 485.000 robot units in 2020. We need to 
conduct the analysis of the representation of industrial robots 
in top twelve countries in the world in 2015, as shown in 
Figure 4. 
Among twelve countries in the world that have the highest 
representation of industrial robots in production processes in 
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2015 are the following: China, North Korea, USA, Japan, 
Germany, Taiwan, Italy, Spain, India, UK and Brazil. As we can 
see based on Figure 4a), the first place is held by China with 
68.556 industrial robot units, followed by the countries in 
which the automotive industry is highly developed, such as 
North Korea, USA, Japan and Germany. If we look at the 
representation of industrial robots in production processes in 
China in the last ten years, Figure 4b), we see that it holds the 
first place in the last years, the reason being the strategy 
developed by China named "Made in China 2025", which 
aims to make China the leading technology country in the 
world. In order to determine the effect of such representation 
of industrial robots, we need to examine the percentage of 
the representation of industrial robots in the world in 2015 in 
different industries and vehicle production, which is shown in 
Figure 5 [6,13,14]. 

a) 

b) 
Figure 5. The percentage of representation of industrial robots 

in different industries worldwide in 2015, as well as vehicle 
production in top twelve countries in the world in 2015: 

a) Representation of robots; b) Vehicle production 
The first place by representation of industrial robots Figure 5a) 
is held by automotive industry with 39%, the second place is 
held by electrical/electronics industry with 25% and in the 
third place is metal industry with 12%.  
Based on the image 3b), we conclude that China has installed 
most industrial robots in production processes in the 
automotive industry because they are the first in the world in 
vehicle production. In 2015 China produced close to 25 
million vehicle units, followed by countries that are among 
top five countries in the representation of industrial robots in 
2015: USA, Japan, Germany and North Korea.  

In addition to development and increase of application of 
industrial robots in production processes, the development 
and increase of application of service robots in the 
production process is also growing. As an example, we take 
service robots for logistics in the production process, as 
shown in Figure 6 [3, 4, 17, 20]. 

 

 
Figure 6. The representation of service robots for logistics 

worldwide for the period 2005-2015 
The development of digital technology and the development 
of other technologies are contributing to the development of 
robotic technology, so that each year the representation of 
service robots for logistics in the production process is being 
developed and increased, as evidenced in Figure 6. It can be 
seen that in 2015 about 18.000 service robot units of different 
constructions and for different purposes are represented in 
the production processes. The convergence of digital 
technologies with other technology created the second 
generation of industrial robots, which will rapidly lead to the 
third generation of industrial robots that will be smaller than 
the current, less expensive, more autonomous, flexible and 
fully rendered, with simplified programming so that they can 
be programmed by workers.  
The third generation of industrial robots is intelligent and 
autonomous robots and their improvement will be as follows: 
identifying specific objects, manipulation, knowledge, 
increase in computing performance, numerical remote 
controlling, working with miniature and complex products 
that require adjustment in the installation, reliability and 
precision that exceeds human capabilities.  
For these reasons, industrial and service robots are presently 
at the center of automation of production processes, and in 
the future it will be impossible to create "intelligent 
automation" and "intelligent factory" without the 
participation of a new generation of robots, as shown in 
Figure 7. 
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Figure 7. Intelligent production process of gear realized with 

digital and robotic technology 
Digital technology and other technologies, which include 
robotic technology, are the foundation of every intelligent 
production, as is the case of production of gear shown in 
Figure 7. The advanced information technology enabled the 
design, simulation of actual plant at all stages of production 
(virtual reality), assembly, quality control, planning, 
management, diagnosis and optimization of production all 
from one place. This method leads to the highly productive 
production process, low cost and high quality of production. 
CONCLUSIONS 
The development of digital, sensor, and robotic technology 
with other technologies and new materials is introducing the 
intelligent industrial development leading to the "intelligent 
factories". This is the period of the fourth industrial revolution 
based on intelligent production processes that use network 
technology and equipment for monitoring technology in 
order to have the means to adjust the production. Production 
system has the ability to reason, predict, simulate, self-
configuration of optimal production system, independent 
learning and maintenance (using saved files and updates), 
automatic error diagnosis, problem-solving and 
maintenance. The new production system will have the 
ability to communicate with the machine and be 
complementary at different levels. All the above is impossible 
to achieve without the application of industrial and service 
robots in the production process. It is well-known that robotic 
technology is developing rapidly, and the industrial robots of 
the second generation are already installed in production 
processes, where they work alongside with the workers, 
whereas in the past they had to be separated by 
compartments so that they wouldn’t hurt workers. In 
addition, service robots for logistics are being installed in the 
production processes, that are completely intelligent and 
communication related to the production machines. 
Intelligent automation allows greater flexibility in the 

production, so that different products can be produced in the 
same production facility. Digital design and virtual modeling 
of production process enable us to reduce the time between 
the design of a product and its delivery to the market. In this 
way we acquire great improvements in product quality and a 
significant reduction of production errors. The fourth 
industrial revolution which includes digital and other 
technologies will lead us towards the "intelligent production’’ 
in the next 10 years. 
Note: 
This paper is based on the paper presented at 13th International 
Conference on Accomplishments in Mechanical and Industrial 
Engineering – DEMI 2017, organized by University of Banja Luka, 
Faculty of Mechanical Engineering, in Banja Luka, BOSNIA & 
HERZEGOVINA, 26 - 27 May 2017. 
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1.Milan RADOŠEVIĆ, 2.Sebastijan BALOŠ, 3.Dragan RUŽIĆ 

 

METALLOGRAPHIC TESTS AND STRENGTH OF THE MATERIAL OF 
CHAINS SNOW 
 
1-3.University of Novi Sad, Faculty of Technology, Novi Sad, SERBIA 
 
Abstract: Driver safety in winter conditions depends not only on the technical correctness of the transport vehicles, but also on 
winter equipment used. Snow chains, in addition to technically correct vehicles and tires, are one of the most important factors 
for driving safely on snowy roads. This paper presents an analysis of the quality of materials and anti-corrosion protection of snow 
chains that are frequently used in Bosnia and Herzegovina, Croatia and Serbia. For the purpose of analysis several tests were 
performed on tensioning the chains (at room temperature and at a temperature of -200C), hardness of the chains (Vickers method) 
as well as the test of the thickness of galvanized layer (metallographic method). All tests were performed in accordance with the 
relevant standards such as EN ISO 6507-1:2005; EN ISO 6892-1:2009; EN ISO 1461:200. 
Keywords: metallographic test, straining, hardness, snow chains, safety and security in traffic 
 
 
INTRODUCTION 
Safety and health of all road users represents a topic that has 
a very important role on the global level. In addition there is 
the fact that every day a variety of organizations around the 
world adopt new regulations when it comes to traffic safety, 
bring new acts and laws and so on. Agencies such as the AAA 
Foundation for Traffic Safety (founded in 1947), the World 
Road Association-PIARC (established in 1909), the Fédération 
Internationale de l'Automobile - FIA (founded 1904), and 
many others contribute to the rapid and successful 
development of the base for the adoption of legal directives 
in terms of traffic safety. The report of the Commission for 
Global Road Safety presents individual cases of successful 
countries such as Norway, Japan, Sweden, Australia, etc., in 
terms of the road safety. An example of good practice is 
certainly Vietnam, whose policies on the road safety in 2008 
successfully reduced traffic accidents with the consequences 
of injuries by 12.2%, while the death consequences were 
reduced for 24.3% [1-5].  
This work is divided into two parts. The first part will be related 
to the theoretical overview on the impact of snow in traffic 
accidents and factors affecting accidents during this period. 
The second part refers to the analysis of tire chains that are 
most common on the market of Bosnia and Herzegovina, the 
Republic of Serbia and the Republic of Croatia. The question 
proposed by the authors of this research was whether 
products, offered on the market, provide sufficient quality 
that allows traffic safety during their utilization. For the 
purposes of the chains’ analysis the authors tested a straining 
(at room temperature and at a temperature of -200C), 
hardness of the chains (Vickers-method), and the galvanized 
layer thickness by metallographic method. 
THEORETICAL BACKGROUND 
As the focus of the paper is directed on winter conditions, in 
the continuation of the research we will focus on the 
elements that are involved in that annual period. Since in 

winter period there are a significant number of accidents 
because of poor road conditions, it is important to note that 
in addition to the drivers, on more factor influence the 
number of accidents. Those are other road users - pedestrians. 
In their study Knoblauch, Pietrucha, & Nitzburg [6] conducted 
a survey in which it was included 7123 pedestrians. It was 
found that during the winter pedestrians are moving 
significantly slower than in other weather conditions, and 
particularly pedestrians whose age exceeds 65 years. Their 
speed of movement in winter conditions is amounted to 
0.9 m/s in ratio to other weather condition, when the average 
speed was 1.2 m /s, while the younger population speed was 
1.5m/s, and during the winter 1.2m/s.  
Another factor affecting the traffic accidents are certainly the 
weather conditions. Hildebrand (2003) explored the visibility 
of signs in conditions of frost and snow. A very interesting 
study of other factors of snow on segments such as designing 
horizontal curves, the maximum rates of super elevation, etc., 
was issued by the Institute of Transportation Engineers [7]. 
Literary review does not provide a significant number of 
works dealing with the topic of the influence of using snow 
chains on car accidents, as well as the theme of the quality of 
tire chains that are on the market. Also, in the review of the 
available information by the European Commission - the EU's 
road safety policy, we cannot find a specific directive that 
deals with the topic of quality of snow chains. Only in the 
Commission directive 94/78/EC it is noted that „the 
manufacturer shall certify that the vehicle is so designed that 
at least one type of snow chain can be used on at least one of 
the types of wheel and tire approved for the drive wheels of 
that type of vehicle“ [8].  
Olszewski et al. [9] presented a numerical analysis of the stress 
distribution in the car when the tires are snow chains, and 
they did not deal with the quality of chains. The authors have 
defined the snow chains as „an optional equipment of the 
vehicle consisting of two sections covering the rim of the tire, 
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connected by a series of chains or plates overlapping 
crosswise the tread“.  
Another definition of snow chains is given by the European 
Commission where the snow chains are as defined ‘snow 
traction device’. „Snow traction device means a snow chain or 
other equivalent device providing traction in snow, which 
shall be able to be mounted onto the vehicle's tire/wheel 
combination and which is not a snow tire, winter tire, all-
season tire or any other tire by itself“ (Commission regulation 
(EU) No 1009/2010) [10]. Their primary function is to increase 
the traction of the vehicle in contact with the snowy or icy 
road.  
Topolnik et al. [11] in his study analyzed the likelihood of 
passing vehicles by applying the appropriate equations and 
graphs, but this paper also does not include weather 
conditions and any additional equipment like snow chains. 
Tominc & Šebjan [12] showed that environmental and 
external factors have a significant impact on fatal injuries in 
road traffic accidents. According to them „traffic density and 
bed road conditions (wet and slippery road) lead to more 
cautious driving – individuals involved in an accident, where 
heavy traffic or wet and slippery road is the cause of accident, 
are approximately only half as likely to suffer from severe 
injuries as compared to those accidents where normal traffic 
density and dry road have been observed“.  
As previously mentioned, the authors of this research decided 
to explore the level of the quality of snow chains that are 
provided by producers, which are presented on the market. 
METALLOGRAPHIC TESTS AND STRENGTH ANALYSIS 
For the purpose of testing the hardness we used the device 
for testing by Vickers hardness test "VEB HPO-250" in 
accordance with EN ISO 6507-1:2005. Measuring the 
thickness of galvanized layer was carried out with the light 
microscope " Leitz Orthoplan ", while for the purposes of the 
straining testing at room temperature and on the 
temperature of -20°C, the authors used a mechanical testing 
machine "WPM ZDM 9/91" of the maximum force of 50 kN, in 
working range of 25 kN, in accordance with standard EN ISO 
6892-1:2009.  
Measuring in the ambient of room temperature was carried 
out under controlled conditions at a temperature determined 
by the standard 23°C ± 5°C, while for the purpose of 
measuring a temperature from -20°C the liquid nitrogen is 
used. Measurements were performed for each chain, with the 
thickness of 9mm, 12mm, and 16mm. In order to obtain a 
more precise measurement, for each complementary chain 
there are carried out 10 measurements, and for the final 
information the mean value of the rupture was taken.  
To protect the discretion of the manufacturer, whose chains 
were used in the analysis, snow chains in the analysis will be 
labeled with "RS" – a manufacturer of snow chains is the 
company in the Asian region. Table 1 provides an overview of 
the surveyed value of breaking force in the [N], and measured 
hardness of the snow chains.  
 

Tabel 1. Mean value of the breaking force and hardness  
of the snow chains, for n=10 measurements for each chain 

(source: the author) 
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Figures 1a and 1b show the surface galvanized layer. The 
thickness of this layer ranges from 0.002 to 0.02 mm (2 to 20 
µm). Figure 1b presents variations of the thickness of 
galvanized layer.  

a) 

 b) 
Figure 1. Galvanized (zinc-coating) layer  

of the chains (thickness 9 mm)  

 
Figure 2. Galvanized (zinc-coating) layer of the chains  

(thickness 12 mm) 
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Figure 3a and 3b. Galvanized (zinc-coating) layer  

of the chains (thickness 16 mm) 
Measured values of the galvanized (zinc-coating) layer of the 
chains of the thickness of 9mm (figure 1) ranges from 0,002 to 
0,02 mm (2 do 20 µm), in case of the thickness of 12mm 
(figure 3) ranges from 0,006 to 0,009 mm (6 do 9 µm), and in 
case of chains with the thickness of 16mm (figure 4) it ranges 
from 0,012 to 0,025 mm (12 do 25 µm), which is significantly 
less than the value proposed by Standard EN ISO 1461:2009. 
This standard proposes the thickness of the layer (for chains 
from > 3mm to ≤ 6mm) of 55 µm do 70 µm. Also, on several 
samples there were evident variations in the thickness of the 
galvanized layer (figure 1b and 3a). These variations 
(unevenness) in the thickness of the galvanized (zinc-coating) 
layer are probably related to the poor quality of the process 
of zinc coating or low quality of the preparation of material 
before zinc coating process.  
CONCLUSIONS 
The analysis of the tightening of the chains at the room 
temperature and at a temperature of -20°C pointed that there 
is an inconsistency in the thickness of the individual chains. 
For the chains of 9mm thickness it can be concluded that the 
chains at room temperature having an average value of 
tensile strength of 3498 N and at temperatures below 4773 N, 
which is a good ration and preferred values for the operating 
conditions. Chains with the thickness of 12 mm at room 
temperature having an average value of tensile strength of 
6245 N and at temperatures below 6932 N which is a good, 
but not so great ratio of differences of the values for the 
operating conditions.  
Also, these chains have twice higher hardness compared to 
chains of 9mm thickness. 16mm chains at room temperature 
having an average value of the tensile strength of 15042 N at 
the lower temperatures 11935 N which represents a very 

unfavorable ratio and values of operating conditions. In other 
words, chains of 16 mm thickness have a significantly lower 
exploitation value, and lower hardness in relation to the 
chains of 12mm thickness. The study found significantly lower 
values than those recommended by the standard EN ISO 
1461:2009, which recommended zinc-coating thickness for 
elements of a thickness from > 3mm to 6mm ≤ of 55 µm do 
70 µm. Also, some samples were found to have unevenness 
in the thickness of the coated layer. 
During the analysis of new snow chain it has been noted that 
on some chains there is the presence of corrosion, which the 
maximum measured thickness is 0.2 mm (200 µm). The 
presence of corrosion is probably the result of poor thickness 
of galvanized layer which is not in accordance with the 
standards SRPS EN ISO 1461:2005, identical to EN ISO 
1461:2009 and which is prescribed by the Institute for 
Standardization of Serbia. Also, there have been observed 
unevenness in the thickness of the zinc coating layer which 
indicates a low-grade galvanizing or poor preparation of the 
material before the process of galvanization. The corrosion 
would certainly have a more aggressive development on the 
chains and the quality of galvanized layer in real conditions 
(the influence of water – snow, salt on the roads).  
Based on the above mentioned, it is concluded that the 
quality of snow chains which are the most common on the 
market is quite questionable. As a continuation of the 
research authors will provide a comparative analysis with 
other snow chains that are present on the market of Bosnia 
and Herzegovina, Serbia and other countries in the region. 
Note 
This paper is based on the paper presented at 13th International 
Conference on Accomplishments in Mechanical and Industrial 
Engineering – DEMI 2017, organized by University of Banja Luka, 
Faculty of Mechanical Engineering, in Banja Luka, BOSNIA & 
HERZEGOVINA, 26 - 27 May 2017. 
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Abstract: This paper has objective, to estimate the thermal performance of solar assisted heating systems in regard of solar fraction 
and perform life cycle cost analysis to assess the feasibility of their implementation in residential sector. In general it is known that 
the resource for solar thermal systems i.e. the solar irradiation is free, but the equipment to collect it and convert in to useful form 
(heat or electricity) has a cost. Solar thermal systems are characterized by high investment and low operational cost. It is presented 
methodology for obtaining the right size of a solar thermal assisted heating system that gives the lowest combination of solar and 
auxiliary energy costs. Thermal performance of the solar thermal systems are estimated using numerical methods and software 
since the solar processes are transient in nature been driven by time dependent forcing functions and loads. The system 
components are defined with mathematical relationships that describe how components function. They are based on first 
principles (energy balances, mass balances, rate equations and equilibrium relationships) at one extreme or empirical curve fits to 
operating data from specific machines. As a result of the analysis specific indicators are derived in order to facilitate the techno–
economic analysis and design of solar assisted heating systems. 
Keywords: solar assisted heating systems, thermal performance, specific indicators 
 
 
INTRODUCTION 
Reduction of fossil fuel consumption and harmful emissions 
to the environment could be reduced by implementing the 
solar energy in heating and cooling of the buildings. It is well 
known that in the European Union more than 25% of the total 
energy consumption is due to buildings with heating and 
cooling representing a major percentage. In the EU–32 
countries the final energy consumption in 2003 for heating 
and cooling the buildings represented about 3600 TWh with 
93% for heating and only 7% for cooling [1]. But a tremendous 
increase in the market for air–conditioning can be observed 
worldwide especially in developing countries such as 
Macedonia.  
On Figure 1 are presented the sales rates for room air–
conditioners (RAC units) in different regions of the world (blue 
representing worldwide sales and green one European ones). 
In 2002 were sold 44 million units worldwide and more than 
94 million units in 2012 (source by Japan Air–conditioning & 
Refrigeration News 2013). In order to limit the negative 
impact on the energy consumption and on the electricity 
network management, new environmentally sound concepts 
are of particular importance.  
Energy consumption in Europe is expected to face an 
increase within the next 30 years. This is due the climate and 
comfort requirements, architecture and technical equipment 
of larger, commercial buildings require more and more 
cooling. Space cooling is moving quickly from luxury into 
necessity and represents a fast growing market. The rise in 
cooling demands is due to more reasons such as: greater 
comfort expectations, the perception that cooling 
contributes to higher productivity and the increase of internal 
loads of electronic equipment. 

 
Figure 1. Evolution of air–conditioning market worldwide 

By 2020 all new and refurbished buildings should be near zero 
energy. So the cooling demand will have to decrease. But this 
means as well that a massive use of renewable energy sources 
will have to be done. 
Building air–conditioning is today based mainly on 
electrically driven mechanical vapour compression 
technologies. In [2], R. Ciconkov performed survey on 
refrigerating and air–conditioning systems regarding the use 
of CFS fluids in Macedonia Although for new developed 
predominately large capacity scale developments it is 
reported about high efficiencies in the compression cycle, for 
the standard air–conditioning in existing buildings can be 
assumed that on an average less than 3 kWh ‘cold” are 
produced with the electricity input of 1 kWhel. Subsequently 
this implies that 1 kWh primary energy is used for the 
provision of 1 kWh useful cooling energy. Until now mostly 
the electrical peak loads were occurring during the winter 
period, but now are shifting to the summer months and 
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challenging capacity limits and therefore increasing the need 
of solar cooling technology even in Europe. In [3] is examined 
TEWT concept for estimating of the global warming from 
refrigerating and air–conditioning systems. 
Solar technologies can supply the energy for all of the 
building’s needs—heating, cooling, hot water, light and 
electricity—without the harmful effects of greenhouse gas 
emissions created by fossil fuels thus solar applications can be 
used almost anywhere in the world and are appropriate for all 
building types. 
Solar thermal systems for hot water production are already 
mandatory in new buildings according to solar ordinances for 
example in Spain [4], Portugal, Italy, Greece and other 
European countries [5].  
It is very logical to apply solar energy for cooling purposes 
since in many applications, such as air–conditioning cooling 
loads and solar gains are more or less in phase on daily time 
basis. Thermally driven cooling was applied within last 
decades in niche–markets preferably in the large capacity 
scale range, using waste heat or heat from combined heat 
and power production. A survey made on the basis of IEA Task 
38 and Task 48 work has shown the estimated number of 
installation worldwide nearly of 600 systems in 2010 and 
nearly 1000 systems in 2012.  
In 2013, Solar Air–Conditioning is more than ever 
representing a huge potential of development for solar 
energy but this promising technology is facing one man 
issue, a general lack of economic competitiveness – as it is still 
the case for many renewable energies unless incentives are in 
place. 
SIMULATION SOFTWARES FOR SOLAR THERMAL SYSTEMS 
In order to assess the performance of the solar air–
conditioning system under weather conditions for 
Macedonia, simulation model is developed for solar assisted 
air–conditioning system applied in residential building. 
Simulation in solar cooling and air–conditioning is possible at 
different levels. A classification may be made by sorting the 
tools into: 
 materials level – analyzing the effect of e.g. different 

sorption materials on the sorption process;  
 component level: detailed analysis of a system 

component, e.g., chillers, cooling towers, etc. 
 process quality level: theoretical analysis of various 

processes.  
 detailed system simulation for optimizing control 

strategies 
Few simulation programs for planning support and sizing of 
solar assisted air–conditioning systems exist. Also some more 
programs used internally may exist; additionally, more 
commercial simulation platforms like Matlab/Simulink, 
Modelica, etc. can be used, but do not provide of a sufficient 
number of components for modeling a complete solar air–
conditioning system yet. 
In this paper is used TRNSYS simulation software and the TESS 
library for the system component numerical models.  

TRNSYS is a commercial time step simulation tool worldwide 
available. High flexibility in the choice and arrangement of the 
system components, the desired system can be constructed 
by selecting and connecting the individual components and 
by defining the system control. Own written‚ 
types‘(component models) may be added. Once the time 
step of the simulation is chosen, it is constant during the 
simulation run. A major advantage of the program is the 
availability of a building model, which can be edited in a 
special building editor and allows the calculation of building 
loads.  
SOLAR SYSTEM COMPONENT DEFINITION  
Up to now, existing SHC prototypes were mostly designed on 
an empirical basis. For small–size systems, simple layouts are 
generally preferred, in order to improve the reliability and 
reduce the capital cost of the plant. For example, fixed–
volume pumps are selected, and a gas–fired heater is used as 
the only auxiliary device. For large–size plants, more 
expensive but also more efficient components can be taken 
into consideration, such as variable–speed pumps and 
auxiliary electric chillers. In any case, the main choices to be 
taken when designing the layout of a SHC system concern:  
 the type of solar collectors;  
 the thermal–driven chiller (for example, absorption or 

adsorption machine);  
 the auxiliary system for cooling and heating have been 

developed. 
Usually, SHC systems are based on absorption chillers, since 
the commercial availability of adsorption chillers is very 
scarce. In addition, adsorption chillers are only available for 
small cooling capacities, and their cost is significantly higher 
than for absorption chillers. Thus, most of the SHC prototypes 
installed all over the world are equipped with an absorption 
chiller. Single–effect absorption chillers are usually adopted, 
since double–effect devices must be supplied with an hot 
stream at temperature higher than 150°C, that would involve 
the use of concentrating solar collectors [6]. Such 
configuration – high temperature solar collectors and 
double–effect chillers – is obviously interesting from an 
energetic point of view, but is presently too expensive to be 
considered in pre–commercial applications.  
Thus, the most common configuration is based on the 
coupling of evacuated–tube solar collectors with single–
effect absorption chillers. In particular, LiBr–H2O models are 
commonly preferred, since H2O–NH3 chillers require higher 
temperatures for the inlet hot stream, and in addition 
handling ammonia can be somewhat dangerous. For such 
arrangement, three different system layouts were 
investigated in this paper, whose characteristics and working 
principles are briefly summarized in the following: 
The model i.e. analyzed system, generally consists of four 
main subsystems: 
 First subsitem is composed of solar collectors with 

complete hydraulic fittings and control – differential 
controllers, plate heat exchangers ie this system is 
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represented the source of thermal energy for heating or 
thermal energy for driving the cooling the absorption 
machine  

 Second is the subsystem for hot and cold storage which 
includes the storage tanks for hot / cold water that actually 
represents the connection between the heating system in 
the building ie absorption cooling machine and the 
source of heat. 

 The heating system introduced with heating / cooling 
devices, hydraulic components, heat exchangers, cooling 
absorption machine and eventually existing conventional 
sources of heat and / or cooling energy. 

 The fourth subsystem is the consumer of thermal energy 
ie the building. This system is represented by the thermal 
characteristics of the object, i.e its orientation in space. 

In the analyses are considers vacuum tube and flat plate 
collectors product of Camel Solar, type: CS Full Plate 2.0–4 and 
Vacuum CS 10. The thermal performances of the solar 
collectors are given in their solar key mark certificate.  
At the simulated building internal heat gains are consider by 
the lighting power density 5 W/m2 and home appliances 
with specific power of 2 W/m2. The absorption chiller 
condenser is connected to the wet cooling tower product of 
Baltimore AirCoil type PF2–0406AA–31–3. Numerical 
modeling of the cooling tower is provided by the TRNSYS 
Type510 model from Tess library, a closed circuit cooling 
tower which cools the liquid stream by evaporating water 
from the outside of coils containing the working fluid. The 
working fluid is completely isolated from the air and water in 
this type of system. 
The cooling system in the building is represented with 
ventilation air distribution system. The heat exchange 
between the chilled water from the absorption chiller and the 
ventilation air is provided with heat exchanger water–air 
modeled Type 508a which is a cooling coil modeled using a 
bypass approach in which the user specifies a fraction of the 
air stream that bypasses the coil. The remainder of the air 
stream is assumed to exit the coil at the average temperature 
of the fluid in the coil and at saturated conditions. The two air 
streams are remixed after the coil. Chilled water flow from the 
absorption chiller to the cooling coil is set to 2900 kg/h and 
the air flow rate to the building is 4000 kg/h.  The auxiliary 
heater power is modeled 12 kW and the outlet temperature 
is 80°C, which is the absorption machine driving temperature. 
SYSTEM COMPONENT MODELS DEFINITION AND 
VALIDATION 
Validation is performed for the basic solar thermal system 
components: solar collector, storage tank and differential 
controller. The experimental system consist of: flat plate solar 
collector with area of 2 m2, connected with the internal heat 
exchanger of the storage tank. Control is provided by 
differential controller which is set to turn the circulation 
pump on, when the temperature difference between the 
collector outlet temperature and the tank temperature is 
greater than five. There is no consumption of hot water from 

the storage tank i.e. the only heat transfer is with the 
surroundings. The circulating pump is set to maintain fluid 
(water) flow rate set to 7.5 lit/min.  
Measurements are made on at an hour interval for the fluid 
inlet T1 and outlet T2 temperatures from the solar collector, 
tank fluid temperature T3 and the solar radiation is measured 
with the pyrometer S as presented on Figure 3. The 
experimental setup of the analyzed solar thermal system is 
located in Skopje, R. Macedonia, northern latitude of 42° and 
21.43° east longitude. Temperature measurements are 
performed with temperature data logger thermocouple 
probes type K.  
Solar collector type is evacuated tubular direct flow, product 
of Camel Solar type Vacuum CS 15 Solar KeyMark certified. 
During the measurements was placed under tilt of 45°, south 
orientated i.e. azimuth angle of 0°. The collector thermal 
performance test results according EN 12975 are presented in 
Table 1. 

Table 1. Reference building physical  
and thermal performance data 

 
In the TRNSYS model solar collector is model with the Type 
538 from the Tess library with commercial solar collector 
performances used from Solar Key Mark certificate for 
producer CamelSolar.  The storage tank is modeled with the 
Type 60d including the internal heat exchanger for which are 
supplied technical data from the producer “Sun System”. Type 
2b–2 is used to simulate the differential controller set with 
upper dead band of 5 and lower dead band 2, the high limit 
cut–off temperature set to 100°C. Between the solar collector 
and storage tank is connected pipe Type 31 modeled with 
internal diameter 0.0025 m, length of 10 m and loss 
coefficient of 0.3 W/m2K to account for the heat losses.  
The pipe network modeled with Type 31 is used to increase 
the thermal capacity of the system and thus increase the 
simulation stability. Circulating pump is represented with the 
component Type 3d with mass flow rate 450 kg/h i.e. 7.5 
l/min same as in the experimental setup 2. 
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Measurements are performed starting from date 18.09.2013 
until 28.03.2014 and in parallel are measured two systems 
with same capacity storage tank of 150l but different type of 
collector’s i.e. flat plate and vacuum tube solar collectors. 
Validation process use data for the vacuum tube collector and 
the results are presented only for one day period (18.09.2013) 
with collection time interval ranging between 20min and 
45min interval, from 10:40 up to 16:05 h.  

  

 
Figure 2. Solar system experimental and simulation scheme 

 

According above presented data i.e. diagrams can be 
concluded that there is acceptable match between the 
measured and simulated results Figure 3, and Figure 4. The 
discrepancies between the measured and simulated results 
are expected since the solar radiation has different values i.e. 
simulated values are taken from the Meteonorm  database for 
the selected location while the measure are obtained directly 
for the specific location as given on Figure 6. 
Another influencing factor is the uncertainty of the 
measurements error and last but not the least it should not 
be neglected the transition nature of the solar thermal 
systems. 

 
Figure 3. Measured and simulated results for the collector inlet 

and outlet temperature 

 
Figure 4. Measured and simulated temperatures  

inside storage tank 
The resulting simulations reveal the individual thermal 
behaviour of the solar collector, storage tank, differential 
controller and circulating pump as well as their assembled 
thermal behaviour. These results coincidence with the 
respective experimental data, thus this fact validates these 
models for future application in the heating/cooling system. 
Validation for the absorption chiller is performed for the 
TRNSYS component Type 177.  
This component type offers four numerical modes of 
absorption chiller. In this simulation is used mode “a” i.e. Type 
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177a which is standard mode using user supplied 
characteristic parameters. Since in this paper are considered 
only solar air–conditioning for residential buildings. In the 
simulation is modelled the absorption chiller H2O/LiBr 
produced by Sonnenklima type Suninverse 10. Simulation of 
the absorbtion chiller is done with the component Type 177a, 
whereas input parameters are used the values for Suninverse 
provided in Table 3. As output for the absorption chiller 
cooling power is obtained 10,1 kW, which corresponds with 
the factory value. Validation exists for the Type 177 mode “d” 
performed by Albers and Ziegler [7], using the measurement 
results from Kühn [8] . According to this, final conclusion is 
that this numerical model of absorption chiller provides 
reliable results, thus it is suitable to be used as model for 
further simulations. 
ASSESMENT OF THE SOLAR AIR–CONDITIONING SYSTEM 
Because of the interactions of components, optimal system 
performance occurs under conditions different from those for 
optimal behaviour of each component. For example, optimal 
collection efficiency would not necessarily be coupled with 
least auxiliary energy. 
Many different hydraulic schemes are designed which makes 
difficult to compare the installations performances [9].  
Methods used to determine solar heating and/or cooling 
energy requirements for both active and passive/hybrid 
systems are described by Feldman and Merriam, Hunn, 
Nowag and other. For thermally driven systems the scheme 
on Figure 5 is used to identify main components and energy 
flows of the system. On Figure 5 is presented small scale 
system for family houses, small multi dwellings, using a small 
size packaged ab/adsorption solar system. This configuration 
is an adaptation of the solar combi-system including the 
cooling function is also called SSC + Solar Combi.  

 
Figure 5. Components and energy flows  

for solar air–conditioning system 
There are four generally accepted measures of solar system 
performance: 

 Collector efficiency applies to the performance of the solar 
energy collection subsystem. It is the energy collected, 
divided by the radiation incident upon the collectors. 
Influence of the collector position on the collector thermal 
efficiency is done in [10]. 

 System efficiency, or solar heating performance factor is 
the solar heat delivered to the load divided by the total 
radiation incident upon the collector. 

 Solar fraction is the fraction of the total heat requirement 
that is met by solar energy. 

 Electrical coefficient of performance is the solar heat 
delivered to the load, divided by the electrical energy used 
to operate the system. 

Each solar system operates at characteristic efficiency level 
resulting from the interaction of the subsystems, 
environmental conditions and system configurations. The net 
savings per square meter of solar collector indicate the 
relative performance of each of these systems.  
The five categories of system–level design parameters that 
limit solar system performance.  
 Solar resource assessment. This category represents the 

solar reference weather data values used by the solar 
design community 

 Collection subsystem. This category represents the solar 
collection sub–system, including devices used to capture 
incoming solar radiation 

 Storage subsystem. This category deals with all aspects of 
the system effects caused by storage components. 

 Controls. This category refers to equipment and methods 
for controlling solar components within the solar system 

This category deals with the types and magnitude of the heat 
requirements in the buildings 
MODEL OF REFERENCE BUILDING  
Building as energy consumer has a major impact on the 
overall efficiency of the solar system i.e.  can be simply said 
that the building itself is one of the leading parameter in 
sizing the system. Since the analyses are made for climatic 
conditions in Macedonia also the thermal performance of 
buildings must be in accordance with the Regulations on 
energy efficiency in Macedonia. Furthermore the analysis is 
taken into account the impact of the specific consumption of 
heating / cooling energy of the building kWh/m2 a to the 
response and the performance of the solar collector system. 
Main governing indicators according to which is based the 
system comparison are: thermal efficiency of solar collectors, 
solar fraction and power consumption for the auxiliary 
devices. 
In Table 1 are listed three “types” of the building i.e. physically 
is the same building only the insulation thickness on the 
external walls, roof and floor are varied in order to obtain 
different values for specific annual heat. The main idea for this 
analysis is to assess the influence of the thermal performance 
of buildings on the economic viability of the use of solar 
thermal systems in air–conditioning.  
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Constant value of 0.3 1/h is defined for the infiltration of 
outdoor air, while for the summer when cooling is required in 
the building is envisaged/modeled mechanical ventilation 
defined with air mass flow and temperature entered through 
\the models of fan and heat exchanger air–water which is 
directly connected with the cooling absorption machine. 
Regarding the thermal comfort, in the heating mode the 
inside temperature is defined to be 20°C from 05:00 – 22:00 
and for the rest is defined setback temperature of 16°C, for the 
cooling mode is defined constant inside temperature of 26°C. 
Building I has 90 kWh/m2a, Building II with 70 kWh/m2a and 
Building III has 57 kWh/ m2a. Comparing the energy 
consumption Building III has 42% lower than Building I and 
19% than Building II. 
The performance of future conventional space–conditioning 
systems affects the economic potential of active solar 
systems. The performance and cost of today’s conventional 
heating, cooling and domestic hot water system can be 
readily determined, but conventional heating and cooling 
technology is constantly improving 
In the analysis for the heating considered two reference: 
Buildings Type II and III (as given in Table 1), with specific heat 
energy consumption of 70 kWh/m2a and 57 kWh/m2a 
respectively. In the analysis for the cooling is considered only 
Building type III which has specific cooling energy of 12 
kWh/m2a. The time step used in the simulations is 7.5 min and 
the heating and loads are integrated on hourly basis. On 
Figure 6, are presented the results from the simulation of solar 
assisted heating with flat plate collectors varying their total 
area 16 m2, 32 m2, 64 m2 mass flow rates are 50 kg/h m2 and 
heat storage tank of 1000 l and 2000l only for the 64 m2 
collector area.. Collectors are tilted 40° toward south – 
azimuth 0° also is installed 200l DHW storage tank heating 
with the same collector array only in period when the heating 
storage tank is charged or the condition for the circulation 
pump is not satisfied. 

 
Figure 6. Hourly heating loads and collector energy yield 

for different areas ten day period 

Common for the analysed systems is that in each of them the 
heat is distributed through the underfloor heating with flow 
rate of 2000 kg/h, solar collector array mass flow rate 
depending from the collector area i.e. 50 kg/h m2 , auxiliary 
heat energy is provided by heater located at the fluid tank 
outlet with capacity of 12 kW connected with the generator 
of the absorption cooling machine and 9 kW for the DHW 
installed also at the tank hot water outlet set to maintain 
constant temperature of 45°C. 
From the obtained results it is concluded that there are no 
large differences between the solar collector yield of 32 m2 
and 64 m2. This is result of the small storage tank capacity 
which cannot store the available heat from the 64 m2 
collector array solar/heat yield resulting in storage 
temperature increase thus decrease in solar fraction and 
collector efficiency. 
On Figure 6 are also presented collector yields only for ten 
days. 
OPTIMIZATION METHODOLOGY  
In solar system energy design the collector area is considered 
as the primary parameter for a given load and system 
configuration. The collector area is also the optimization 
parameter i.e. the aim is to find the collector area that gives 
the highest life cycle savings.  
A method for the economic optimization is considered in 
which life cycle savings are plotted against collector area Ac, 
to find the area that maximises the savings. The optimization 
procedure is simplified if life cycle savings (LCS) are expressed 
mathematically in terms of the collector area. Therefore the 
optimum is obtained when: 

0
A
LCS

C

=
∂
∂

                                          (1) 

The maximum savings are obtained when the relationships 
between the collector area and solar fraction satisfies the 
following relation: 

LCP
CP

A
F

1F1

A2

C

=
∂
∂

                                     (2) 

where : P1 – ratio of life cycle fuel cost savings to firs year fuel 
savings, P2 – ratio of life cycle expenditure incurred from 
additional investment to the initial investment, L – load (GJ), 
CF1 – first year unit energy cost delivered from fuel, CA – area 
independent costs 
The economic evaluation of a solar application includes 
factors such as the capacity cost of delivering solar energy, 
the optimum sizing of collectors and other equipment the 
costs of competing technologies and financial analyses. There 
figures of merit that are used to accept or reject particular 
solar application including simple payback, cash flow, capital 
cost per unit of energy saved, life cycle cost, net present value 
and levelized energy cost.  
For a range of economic assumptions, an analysis considering 
a 5 or 7 year simple payback is assumed to be an adequate 
figure of merit to establish cost goals for active solar cooling 
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and heating technologies. For residential applications, a 
payback period of 5–7 years may consider as acceptable. 

 
Figure 7. Optimum collector area determination  

from the slope of the F versus AC curve 

 
Figure 8. Function dependence between solar fraction in 

regard of ration solar collector area and building specific heat 
energy consumption 

Comparison is performed between different combinations of 
solar thermal systems and auxiliary heating devices in regard 
of conventional heating system with electrical boiler. The 
analyzed solar systems have total solar collector area of 16 m2, 

32 m2 and 64 m2 combined with storage tanks of 1000 l, 1500 
l and 2000 l, and auxiliary heating energy provided by electric 
heater or heat pump air–water with E.V.I compressors with 
nominal capacity of 15 kW product of Hidros model Lzti 10. 
 

On the next Figure 8 are presented simulation results for the 
solar fraction savings regarding solar collector area, 
accumulator storage volume and type of building i.e. specific 
heat consumption. 
CONCLUSION  
In this paper were assessed the thermal performance of solar 
assisted air–conditioning system for residential buildings for 
weather conditions in Macedonia. Within the analysis are 
covered several solar thermal systems varying the collector 
area, hot water storage tank and the auxiliary heat source. It is 
performed verification on the model for solar assisted air 
conditioning system which provides reliable results i.e. can be 
used for further analyses.  
Methodology is derived according to which can be 
determined optimal solar collector area and buffer tank in 
regard of building energy performance generating maximum 
life cycle cost savings. From the simulation results is 
generated diagram according to which can be derived the 
specific savings–solar fraction in regard of the solar collector 
area, buffer tank and building energy performance.  
Note 
This paper is based on the paper presented at 13th International 
Conference on Accomplishments in Mechanical and Industrial 
Engineering – DEMI 2017, organized by University of Banja Luka, 
Faculty of Mechanical Engineering, in Banja Luka, BOSNIA & 
HERZEGOVINA, 26 - 27 May 2017. 
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INFLUENCE OF PROCESS PARAMETERS ON THE FRICTION COEFFICIENT 
IN ONE AND MULTI PHASE STEEL STRIP DRAWING IRONING TEST 
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Abstract: Part of the experimental results of influence on friction in the stripe ironing process with double thinning are presented 
in this paper. Applied was Schlosser model for evaluating influence of lateral force, contact pressure, average absolute roughness 
height and thinning strain on friction coefficient. Applied was classical model because of sufficient intensity of drawing and lateral 
force.  If a lateral and drawing forces are small, classical model is not suitable and give unreal negative friction coefficient values. 
20 mm wide and 2.5 mm thick strips of mild steel DC04 sheets were used in the single, three and four-phase process with a 
maximum thinning deformation of about 29%. Appropriate lubricant, mineral oil, was used in conditions of lower speed of 20 
mm/min. Three and four phase process was realized with variable lateral force of 5, 10, 15 and 20 kN. The applied experimental 
test procedure enables the precise quantification of lateral force, contact pressure, thinning strain and roughness influence on 
friction to be established. Test also enables evaluation of lubricants quality. 
Keywords: strip ironing test, mild steel, friction coefficient 
 
 
INTRODUCTION 
Process of ironing is metal forming  process which combine 
features of sheet metal forming and massive (bulk) forming. 
Thinnig strain reach over 25%, and contact pressure over 1000 
MPa [1]. It is well known application of the ironing process in 
manufacturing different kinds of thin walled cans. World 
annual production (especially for beverage cans) are more than 
billion pieces. In the tribologycal sense, ironing process is one 
of the most severe, owing to the high surface expansion, large 
plastic strains and high normal pressure at the tool-workpiece 
interface. Considering previous notice more researchers still 
interested in ironing. During the last decade significant 
attention is paid on investigation of environmentally friendly 
lubricants application [1, 2, 3].   
Mostly in order to quantify the performance of the individual 
lubricants, a different experimental test methods has been 
developed.  Wide applying have double (or single) sided 
thinning stripe ironing test in different variations [4, 5, 6, 7, 8]. 
Following mathematical model is mainly, so called Schlosser 
model [4]. Despite its evident deficiency or inaccuracy was 
indicated yet in article [5], and in [9] detailed motivated, 
however that model is applying even in recent extensive 
researches [8]. In author’s investigations [9, 10, 11] proposed 
was different, or corrected mathematical model usable in all 
conditions with real results. In this paper presented is 
experimental investigation of process parameters (lateral 
force, thinning strain, nominal pressure, and roughness) 
influence on friction coefficient in double sided ironing of 
DC04 steel sheet stripes. Applied was classical, less accurate 
but simpler Schlosser model because of convenient 
conditions. 

EXPERIMENT  
 Device description, physical and mathematical model 
The special device for physical modeling the symmetrical 
contact between the sheet strip and die was used for 
experimental investigation (Figure 1 and Figure 2). The sheet 
metal sample (strip 2) is placed in the jaws (1) vertically. In the 
initial phase the thinning makes such that the right-hand 
sliding tool element (6 right) acts upon the strip by lateral 
force FD (Figure 2). Due to the fixed left side tool element (6 
left) and the action of right element, the even double sided 
ironing of the strip is realized. 

 
Figure 1. Experimental device scheme                              
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Figure 2. Force acting scheme 

After the initial thinning deformation was realized, the tensile 
force F begins to act, and the ironing process continues until 
the sample length is executed. The main action of the 
ERICHSEN 142/12 laboratory hydraulic press is used as the 
tensile force across the range of 0-20 kN at speed of 20 
mm/min. The lateral force is realized by the hydro-cylinder (8, 
Figure 1). The maximum range of the lateral force is 0-50 kN. 
The piston pushes right hand element (6) which is coupled to 
the sliding element (7). The hydro cylinder (8) is powered by 
the independent hydraulic aggregate (9), which contains the 
filter, electric motor, pump, two position directional control 
valve, adjustable control valve for lateral force and 
manometer. The data acquisition system measures drawing 
force dependence on the sliding length or time and the 
constant intensity of lateral force [10, 11, 12]. 

 
Figure 3. Tool elements geometry 

Geometry of the tool elements are shown at Figure 3. Physical 
appearance of elements and assembly can be seen at Figure 
4. 
For the contact elements material chosen was alloyed tool 
steel X160CrMoV12 with 62 HRC hardness after thermal 
treatment. Active surfaces are fine ground and polished with 
average absolute roughness height Ra≈0,06 μm. 
According to chosen model [4, 8, 10] following formulas for 
friction coefficient and average calculated (nominal) pressure 
was used: 
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Formulas (1) and (2) with current data for this experiment, are: 
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Figure 4. View of tool elements and tool assembly 

 Strip material properties  
Geometry of the strip is shown in Figure 5 and Table 1. 

 
Figure 5. Strip geometry 
Table 1. Strip dimensions 

Material l0 [mm] b0 [mm] s0 [mm] 

Č 0148 (DC04) 
min 100 20.2 2.47 
sred. 100 20.3 2.49 

 

For experimental investigations in this paper chosen was the 
low carbon steel sheet DC04. Specimens for mechanical 
properties were prepared according to standards SRPS EN ISO 
6892 - 1.2012. Determined material characteristics are shown 
in Table 2. 

Table 2. Mechanical properties 

Material 
Rp0,2 

[MPa] 
RM 

[MPa] Rp0,2/RM A [%] n 

Č 0148 
(DC04) 

min 184.53 283.77 0.65 57.90 0.215 
sred. 185.16 284.54 0.65 57.95 0.216 
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In Table 2 Rp0.2 is yield strength, RM is tensile strength, A is 
percentage elongation at moment of fracture and "n" is strain 
hardening exponent. 

 
Figure 6. Tensile force - strain curves 

Experimental tensile force – strain curves (Figure 6) were 
obtained for three specimens with excellent repeatability. As 
can be seen, force curves have smooth dependence on strain 
which is common for such a material. 
RESULTS AND DISCUSSION  
Within results of this experiment, diagrams of tensile forces 
are presented first (Figure 7, Figure 8, Figure 9 and Figure 10). 
In the first case (Figure 7) used are one phase process. Each 
stripe sliding process needs separate specimen with 
appropriate lateral force (FD). Values are chosen according to 
empirical recommendation (5kN; 10 kN and 15 kN). Lateral 
force of 15 kN is below the limiting intensity and process 
reached full sliding length of about 60 mm. 
Figure 8 represents severe conditions. There is three phase 
process realized on the single specimen. First sliding is 
performed with lateral force of 5 kN at the path length of 
about 56 mm. Second phase is performed on the same 
specimen but ironing starts 21 mm after stripe path 
beginning. Lateral force was higher: 10 kN. Third sliding 
passage take place on the same strip also, after 37 mm path. 
Conditions was  severe but no brake occured. 

 
Figure 7. Tensile force vs. sliding length curves 

 
Figure 8. Tensile force vs. sliding length curves 

Lubricant in the process was mineral oil (signed PRESS 509 EP) 
of domestic producer, intended to drawing operations. 
Kinematic viscosity of that lubricant is 170 mm2/s at 40 °C, and 
density of 0.950 g/cm3 at 20 °C.  

 
Figure 9. Tensile force vs. sliding length curves 

 
Figure 10. Tensile force vs. sliding length curves 
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Figure 9 shows tensile force diagrams for four phase ironing 
process with constant lateral force of 5 kN in each phase. 
Second, third and four phase starts with about 14 mm offset 
like in previous case. Sliding process is relatively smooth and 
no brake occurs. 
Figure 10 shows tensile force diagrams for four phase ironing 
process with constant lateral force of 15 kN in each phase. 
Conditions are more severe. Second, third and four phase 
starts with about 14 mm offset like in previous case. Sliding 
process is relatively stable from first to third phase and no 
brake occurs, but in fourth phase brake happend after only 6 
mm of sliding length. 

 
Figure 11. Strips after multi-phase ironing 

In this study investigated are the influences of lateral force, 
calculated (nominal) pressure, thinning strain and average 
roughness on the friction coefficient (Figure 12, 13, 14 and 
15). 
Dependences given at the. Figure 12 determined are 
according to terms (1) and (3). For tensile force F intensities 
was adopted average values. For one phase process friction 
coefficient (μ) have relatively small values, even in case of 15 
kN lateral force. 
Diagrams for three phase processes clearly shows that μ 
increase, and it is in accordance with heavier process 
conditions. Especially in the three phase process with lateral 
force increasing (Figure 12), μ reached maximum value. 

 
Figure 12. Friction coefficient dependence on lateral force 

Figure 13 shows friction coefficient dependence on 
calculated pressure according to terms (2) and (4). For that 

parameter must be noticed that it is only calculated or 
nominal parameter, which inversely depends on strip 
thinning strain (Figure 14). Because of that, pressure values 
are reached unreal intensities for very small thinning. So, 
calculated pressure need to be considered like parameter 
related to thinning strain, rather than real pressure. 

 
Figure 13. Friction coefficient dependence on calculated pressure 

 
Figure 14. Friction coefficient dependence on thinning strain 

 
Figure 15. Friction coefficient vs. average roughness 
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For diagrams at Figure 13 need to be notice that the process 
starts at the high calculated pressure values and goes to lower 
values (from right to left side of diagram). As can be seen from 
Figure 13 and Figure 14, friction coefficient increasing with 
thinning strain increasing, or calculated pressure decreasing. 
Relation between friction coefficient and average roughness 
Ra (Figure 15) gives somewhat unexpected values in four 
phase (process 2) cases. In third stage μ slightly increases 
while Ra decreases. Expectation is opposite. Possible 
explanation is in the way of μ calculation and Ra 
determination. μ is calculated according to formulas (2 and 4) 
and depends only of tensile force F and lateral force FD . In 
other side Ra is determined experimentally, by measuring. 
Also, it is possible to occur polishing effect in the all cases 
(except in four phase-1 process with low lateral force 
intensity) with deceasing Ra and the calculated lower μ values 
at the same time. 
CONCLUSIONS 
Experimental analysis was accomplished in this study. 
Intention was to evaluate process parameters influence on 
the friction coefficient. Results shows the following 
annotations: 
a) increasing of lateral and drawing forces both in three 

phase process strongly influence on friction coefficient 
increasing, 

b) thinning strain increasing, i.e. calculated (nominal) 
pressure decreasing, caused friction coefficient increasing, 

c) known relationship of average roughness Ra on friction 
coefficient is confirmed, but polishing effect occurred in 
the some stages of processes where Ra and friction 
coefficient decreasing. 

For further evaluations of different influences on the steel 
ironing process (especially multi phase) needs to continue 
extensive experiments in different conditions. 
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Abstract: In conditions of dynamic market environment there is an increasing requirement for rapid development and production 
of complex and functional parts from different materials. In this paper, we present the process of development and production of 
small batches of functional parts in the integrated system of additive and vacuum casting technology. All advantages of this 
integrated approach were used during the research. Data obtained from the manufacturer were used for the proper selection of 
materials and they relate to the value of mechanical characteristics. 
Keywords: Additive Manufacturing, Vacuum casting, Functional parts, 3D Printing 
 
 
INTRODUCTION 
Тhe more time spent on the product development, the more 
opportunities for profit are lost. It is this philosophy that drives 
many industries during the development of new products. 
Especially, as more and more often the need for rapid design, 
development, testing and production of the final product, i.e., 
a small batch of functional parts which would be expensive 
to develop with conventional tools and accessories as it 
would not be economically justifiable. Technologies of rapid 
prototyping and rapid tooling provide an answer to these 
requirements, in this particular case technology of material 
extrusion and technology of vacuum casting, the integration 
of which are used all their advantages in the production of 
small batch of specific gear [1]. 
3D PRINTING TECHNOLOGY AND ITS ROLE IN THE 
INTEGRATED PROCESS 
The RP technique, which was used in a specific case for 
making master models of gear, is a 3D printer based on FDM 
principle (Stratasys - Dimension Elite), which plays a key role 
in the integrated process [2]. Of great importance is the 
accuracy that is achieved in this 3D printer. It is necessary to 
pay special attention to the positioning and orientation of the 
master model on the platform during the printing process. 
The procedure that has been necessary to obtain a master 
model or prototype of gear is as follows [3]:  
— Product design in one of the CAD software packages,  
— Conversion of CAD models in STL format that is 

recognized by a 3D printer,  
— Transfer of STL files to the computer that controls the 

three-dimensional printer, 
— Processing of STL files within the CatalystEX program in 

which all the parameters are set and adjusted according 
to the required model,  

— Creating a three-dimensional model using additive 
technology and  

— Further processing of created prototypes.  

The layout of the gear model designed in SolidWorks 
software package is shown in Figure 1 and parameter 
adjustment within the  CatalystEX, where the selection of the 
orientation of models, processing of layers and layout of 
models on a base on which printing on a "Dimension Elite" 
3D printer will be performed, is shown in Figure 2. 

 
Figure 1. A gear model in Solid Works software package 
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Figure 2. Orientation and processing of models in CatalystEX 

VACUUM CASTING TECHNOLOGY AND ITS ROLE IN THE 
INTEGRATED PROCESS 
Vacuum casting has become a widely accepted method of 
soft tooling, replacing traditional methods such as 
investment casting [4]. Vacuum casting is a newer version of 
investment casting with changes to the process of creating 
the mold. Several needs are addressed by vacuum casting 
which make it extremely popular.  
Most importantly, vacuum casting reduces the time for part 
production when compared to traditional methods. This, in 
turn, significantly reduces costs.  
The additional following characteristics offered by vacuum 
casting justify the choice of this technology for the integrated 
process: 
1) Accurate Castings: Textures, fine details, and complex 

surfaces are exactly reproduced from the master model 
due to the replicating nature of the silicone rubber mold. 

2) Consistent Quality: Vacuum casting produces 
dimensionally stable and accurate castings. The technique 
allows castings of thin wall and void-free sections as well. 
Furthermore, vacuum casting in silicone molds allows 
producing parts with undercuts because the pliable 
silicone molds do not present problems when removing 
cast parts, even with undercuts, from the mold. 

3) Up to 95% Saving in Time: After the silicone mold has been 
created, replicas of the master model may be fabricated 
within a few hours, depending on the number of parts 
required. 

4) Fit and Function Testing: The cast parts are sufficiently 
accurate so that fit and function testing may be 
conducted to determine which modifications must be 
made. 

5) Cost Savings: Using vacuum casting offers reductions in 
cost when compared to rapid prototyping or traditional 
hard tooling. 

6) Material Choices: Vacuum casting resins simulate 
production thermoplastics, rubber, and glass. Additionally, 
the resins sustain high impact and resist elevated 
temperatures. With vacuum casting, users have the 
options to create clear or colored parts as well. 

The process of vacuum casting consists of the following steps:  
1. Preparation of gear negatives produced on a 3D printer for 

the casting process. Setting the parting tape on the gear 
negative that will facilitate the separation of silicone mold.  

2. Bonding plastic gates on the gear negative which has a 
role to form an inlet channel in the silicone mold and to 
facilitate the positioning and fixation of the negative in the 
silicone casting frame, according to Figure 3a.  

a) 

b) 
Figure 3 a) Casting silicone into the frame with the negative, 
and b) removing the residual air from the silicon in a vacuum 

chamber 
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3. Calculation of the necessary quantity of silicone mixture to 

form a silicone mold to be used for molding the gear. The 
silicone mixture is poured into the frame with fixed gear 
negatives and then the frame with the negative 
submerged in silicone is placed in a vacuum chamber in 
order to remove the residual air bubbles from silicon, 
according to Figure 3b.  

4. Positioning of the silicone mold in a vacuum chamber 
(Figure 3a.). After solidification of silicone, silicone mold is 
cut to parting line, during which we relieve the negative 
and get a silicone mold for casting a replica of a given 
negative (Figure 3b). 

5. The molding halves are then combined and the next step 
is to calculate necessary quantities of resin for molding of 
the gear. The amount of resin is commonly determined by 
weighing the individual master model which is increased 
by 20-30%, taking into account the loss of material in 
vessels and inlet channels.  

 

Table 1. Mechanical characteristics of components 
used for casting of the gear 

MECHANICAL PROPERTIES AT 23°C 
Flexural modulus of 

elasticity ISO 178 :2001 MPa 2.300 

Flexural strength ISO 178 :2001 MPa 80 
Tensile strength ISO 527 :1993 MPa 60 

Elongation at break in 
tension ISO 527 :1993 % 11 

Charpy impact 
resistance 

ISO 179/2D 
:1994 

kJ/m2 > 60 

Hardness at 23°C ISO 868 :1985 Shore D1 80 
Hardness at 120°C ISO 868 :1985 Shore D1 > 65 

 
In this case, to cast the gear, components made by Axson 
Technologies were used, thus by mixing them in the casting 
process the parts with physical and mechanical 
characteristics according to Table 1 are obtained. 
6. After a certain quantity of the material needed for molding 

and the proportion of the individual components of the 
material in a total amount are determined, then vacuum 
casting process follows. The casting process takes place in 
a vacuum chamber under conditions that are 
recommended for corresponding elements and 
components of the material, according to Figure 6. 

7. After solidification of the molded material in a vacuum 
chamber, mold halves are separated and, if necessary, 
post-processing of the molded item follows. 

Small batches of gears, made in the integrated process of 
additive manufacturing technology and vacuum casting in 
the Laboratory for Plasticity and Processing Systems at the 
Faculty of Mechanical Engineering in Banja Luka as a result of 
this study are shown in Figure 7. 

    

 
Figure 6. The casting process in a vacuum chamber MK-mini 

 
Figure 7. Small batches of gears made in the integrated process 

of additive   manufacturing technology and vacuum casting 
CONCLUSIONS 
The development of a gear case study through the 
integration process of 3D printing and vacuum casting shows 
an example of a very successful application of modern 
technology in the rapid development of functional parts and 
production replicas of identical part.  
Replicas can be made from different materials that can be 
very broad spectrum in terms of physical, technical and 
mechanical properties. Replicas fully meet the requirements 
in terms of dimensional accuracy and functionality, i.e. all the 
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details from the master model have been faithfully 
reproduced on its replicas.  
This only confirms the importance and benefits that is 
provided by the integration of 3D printing and vacuum 
casting technologies in the rapid development and 
production of small series of prototypes and functional parts. 
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Abstract: This paper presents nondestructive disassembly process of technical device supported with augmented reality system 
and RFID technology. During the last few decades, the rapid development of automobiles, electric and electronic equipment, 
resulted in creation of billions tons of waste. For instance, “around 3 billion tons of waste are generated in the EU each year - over 
6 tones for every European citizen. The new recycling/reuse concept uses the nondestructive disassembly process of technical 
device supported with augmented reality and RFID technology. System includes marking the products with components of 
interest by using a RFID tag. The products can be marked with a RFID tag that will contain the ID of the product design in the 
centralized database. The recycling/reuse facilities use this ID to download data relevant for nondestructive disassembly of the 
product and obtaining the components of interest. The system is modular and extensible in terms of the services and re-
manufacture offered. The overall system has a forum that is helpful in communication between recycling/reuse facilities and 
product designers. Augmented reality system offers video presentation when possible to visualize the disassembly process. The 
database contains valuable data for the product regarding the materials and component of interest used for each of the 
components in the product. Main objective of this paper is developing of a new recycling/reuse concept by using the 
nondestructive disassembly process supported with augmented reality and RFID technology. 
Keywords: disassembly, reuse, augmented reality, RFID 
 
 
INTRODUCTION 
Waste created by obsolete equipment and other machine 
assemblies and white goods becomes actual problem in the 
modern society. This problem is interesting for investigation 
for a lot of institutions and scientists. The problem arises from 
the nature of these products. For some reason some of the 
parts inside the assemblies should or must not be destroyed 
along with the whole product. Some parts from the product 
are valuable for reuse, remanufacturing or recycling and 
should not be deposited, this means that the component can 
be reused avoiding the whole refabricating of the 
component. Other products cannot be discarded along with 
the other materials because they are toxic and need to be 
discarded in specialized facilities. During the last few decades, 
the rapid development of automobiles, electric and 
electronic equipment, resulted in creation of billions tons of 
waste. For instance, “around 3 billion tons of waste are 
generated in the EU each year - over 6 tones for every 
European citizen [1].” The extensive usage of personal 
computers arises the question for the privacy of the data 
discarded along with the device. Some companies acquire 
certificate for proper data destruction. The list goes on and 
every product may or may not have some part that needs to 
be extracted by hand before it is all discarded or recycled for 
reuse of the materials. Facilities for proper recycling of this 
assemblies are created that will discard or obtain these parts 
in a proper manner. Because of the different nature of 
different products there are facilities specialized for each of 
the products. For example facility for batteries, facility for 
recycling of computers and other IT equipment, facilities for 

recycling refrigerators because of the environmentally 
hazardous CFC-12 or other materials used in the cooling 
process etc. We believe that there is place for improvement 
in this process.  
Current legal regulations clearly indicate that the technical 
products should be designed considering the recovery of the 
product at the end-of-life stage. In Europe, the designers have 
to follow European directives for environment protection 
such as Directive 2000/53/EC for end-of-life vehicles [2] and 
2002/96/EC for waste electrical and electronic equipment 
(WEEE) [3]. The designers have to incorporate the directives 
into the product design in order not to pollute the 
environment or reduce the impact of pollution to a minimum 
level.  
BACKGROUND 
This paper deals with problems on how to reduce hazardous 
substances in products, to prevent pollution of the 
environment and to incorporate design for the environment 
early in the product design stage in order to facilitate product 
dismantling and recovery, and to achieve the quantified 
targets for reuse, recycling and total recovery.  
Augmented Reality (AR) points out to be a good technology 
for training in the field of maintenance, assembly and 
disassembly, as instructions or rather location-dependent 
information can be directly linked and/or attached to physical 
objects.  The products contain a large number of 
components, such us screws, plugs, etc., and their location is 
important from aspect of the product assembly and 
disassembly. AR-based training takes place with the real 
physical devices of the training scenario [4]. Based on the 
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principle of perspective projection, the 3D virtual scene in AR-
based assembly and disassembly guiding system is 
positioned into the virtual world and displayed the specified 
viewpoint on the specified screen area.  All algorithms 
proposed in this paper [5] are utilized by automatically 
extracted CAD feature's bounding box model of part as input 
data so they could be implemented for online planning of 3D 
assembly guiding scenes. One of the most industrial 
applications in which augmented reality can be applied is 
disassembly process. In the paper [6], the authors introduce 
the possibilities of the implementation of augmented reality 
concept in the disassembly process with goal of shortening 
the overall duration of the disassembly process of heating 
circulation pump assembly.   
Zhang et al. [7] proposed a RFID-assisted assembly guidance 
system in an augmented reality environment. The paper 
presented a novel research aiming at providing just-in-time 
information rendering and intuitive information navigation, 
methodologies of applying RFID, infrared-enhanced 
computer vision, and inertial sensor. Stankovski et al. in the 
paper [8,9] presented a new way for identification of 
products/parts and their tracking during the whole life cycle, 
from the manufacture and assembly phase to the 
disassembly phase. RFID technology is applied on a chosen 
product, an in-mould labelling (IML) robot. RFID-based 
integrated method for electromechanical products 
disassembly decision-making was presented in the paper 
[10]. Chen et al. shows how RFID technology can be utilized 
to record and trace the lifecycle information, hence 
optimizing disassembly process and improving recovery 
efficiency. This integrated method is highly extensible, and it 
can be applied to various types of electromechanical 
products. Mircheski et al. in the paper [11] presented a 
method for improving the process and cost of nondestructive 
disassembly of a final product. The method analyzes the 
nondestructive disassembly by determining a disassembly 
interference matrix, feasible disassembly sequences, and 
improved nondestructive disassembly sequences. The 
innovative element of the nondestructive disassembly 
method proposed in the paper is integrating the generated 
conceptual design solutions for a given technical device with 
a software package developed for determining its improved 
disassembly sequence embedded within a 3D CAD platform. 
In this article, a nondestructive disassembly process of a 
technical device supported with augmented reality and RFID 
technology is proposed. Different from other methods and 
strategies, this method uses system which marks the 
components of interest from the product by using a RFID tag 
which contains the ID of the product design in the centralized 
database. The system is modular and extensible in terms of 
the services and re-manufacture offered. The overall system 
has a forum that is helpful in communication between 
recycling/reuse facilities and product designers. Augmented 
reality system offers video presentation when possible to 
visualize the disassembly process. Main objective of this 

paper is the development of a new recycling/reuse concept 
by using the nondestructive disassembly process supported 
with augmented reality and RFID technology. 
THE STRUCTURE OF THE MODEL 
The research presented in this paper is oriented into creating 
and implementing of useful novel model for easy 
nondestructive disassembly process of technical device 
supported with augmented reality and RFID technology. In 
this context, the novel model is intended for end-of-life 
products which consist valuable components or component 
of interest. The novel model for nondestructive disassembly 
includes innovative elements such as: planning of 
nondestructive disassembly process in the early stages of the 
design process; connecting with the production process and 
product marking with RFID tag which will indicate that the 
product consists a valuable component of interest; and into 
the end-of-life stage of the product will give procedure and 
order for nondestructive disassembly supported with 
augmented reality. The overall model is an iterative process 
that improves the product structure and some valuable 
components will be reused or recycled. As depicted in Figure 
1, the proposed model is performed in three main phases. 

 
Figure 1. Flowchart of the proposed model for nondestructive 

disassembly using augmented reality and RFID technology 
 Phase 1: Planning of the nondestructive disassembly 

process in the early stages of the design process which 
includes identification of fastener, component, contacts 
between parts, materials and weight for the parts by using 
of 3D CAD file as an input in SolidWorks assembly file of 
product with extension ''.SLDASM''. Also, this phase 
includes the automatic determination of the contact 
matrix between fasteners and components (FC), 
automatic determination of the contact matrix between 
components (CC) for all subassemblies (SA) within the 
product assembly (A), the disassembly operations, the 
disassembly interference matrix, all possible disassembly 
sequences, the improved disassembly sequence by using 
of developed software presented in the paper [11]. 
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In order to demonstrate the proposed model, the product 
hair-dryer is used as an example. The main goal of the model 
is the presentation of the improved non-destructive 
disassembly sequence supported with augmented reality 
and RFID technology. Constituent components of the hair-
dryer are: C1=Holder, C2=Exit part, housing which is consisted 
of two components (called C3=Body part and C4=Back part), 
C5=Propeller, C6=Electric motor, C7=Heating element. A 
discrete fasteners in the hair dryer are: F1=F-Bolt M2x8-3, F2=F-
Bolt M2x8-1, F3=F-Bolt M2x8-2, F4=F-Bolt M2x28-1, and non-
discrete fasteners are:  F5=F5-Virtual (between C1,C3), F6=F6-
Virtual (C1,C6) and F7=F7-Virtual (C2,C3). In the Figure 2, the 
CAD model of the product assembly for hair-dryer and its 
constituent elements is shown with exploded view. For 
simplicity of calculations the abbreviation names for 
components and fasteners (C1, C2, … and F1, F2, …) are 
applied. 

 
Figure 2. Exploded view and assembly of hair-dryer 

The electric motor as valuable component of interest for 
reuse is aim for the disassembly process. The optimal 
disassembly sequences in according with methodology 
presented in the paper [11] are: 

F2(-y), F3(-y), C4(-y), F4(-y), C5(-y), C6(-y) 
F3(-y), F2(-y), C4(-y), F4(-y), C5(-y), C6(-y) 

The optimal nondestructive disassembly sequence is usually 
a partial disassembly sequence, because not all disassembly 
operations return profit. The optimal nondestructive 
disassembly sequence gives insight into the disassembly 
cost, the percent of recovered material and other 
characteristics of the product. The lower the disassembly cost, 
the higher is the economic effect of the product recovery. The 
higher is the weight and volume of the recovered materials, 
the higher is the environmental benefit. These criteria can 
give important information to the designer in order to 
compare the design variants and select those that return 
higher value at product end-of-life and have lower negative 
effect to the environment. 
 Phase 2: The model for nondestructive disassembly 

process of technical device utilizes RFID technology. Radio 
Frequency Identification (RFID) is a wireless identification 
technology consisted of a RFID tag, RFID reader/writer, a 
RFID antenna and related software. The key advantages of 
this technology compared to other identification 
technologies, like for example the barcode are: 

noncontact identification; long-distance reading of tags; 
simultaneous reading of multiple tags; high automation of 
the procedure; huge quantity of data can be processed 
very fast. The main disadvantages of the RFID technology 
is the limited amount of data that can be stored on a single 
tag and the price of a tag compared to a barcode sticker. 

The developed model operates using a Neology Ultra High 
Frequency (UHF) Class-1 Gen-2 96 bit RFID tag containing a 
code in XML format. The products are marked with the 
appropriate RFID tag. The system is based on the software 
package of Inner Circle Logistics using the software CircusSM, 
JesterSM, RingmasterSM and Scarborough FairSM as is presented 
in Figure 3.  

 
Figure 3. Diagram of the RFID software system architecture 

CircusSM is a RFID interface software that provides the ability 
to tie passive RFID tag data to the database utilizing next 
generation security protocols. JesterSM is an automated data 
exchange application designed to post data to a net-centric 
virtual relational database. In the same way that Scarborough 
FairSM makes data available to a variety of audiences, JesterSM 
runs in the background and enables smart data transfer 
capabilities that tie directly to virtually any database. 
RingmasterSM provides the authentication and control 
functions for the systems as well as the domain name system 
(DNS) lookup and other web services. It guarantees the 
security of the system, ensuring that only those with proper 
authority can access the information.  
When the RFID tag is read by a RFID reader (Figure 4), the read 
information is transformed in order to access the centralized 
database and obtain the product ID code and the product 
design datasheet, such as shown in the Figure 1. The 
database can be designed in a way to satisfy the needs of 
each member of the product lifecycle chain. At this point, the 
product design sheet contains data elements for the product 
name, manufacturer, dimensions, number of parts, materials 
of parts, whether the product contains hazardous materials, 
components of interest, and the most important the 
disassembly sequence. The recycling facilities can use this ID 
to download data relevant for nondestructive disassembly of 
the product and obtaining the components of interest. The 
manufacturer inputs the necessary data in the database. The 
design of the database can be adopted to various 
requirements.  
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The proposed model is modular and extensible in terms of 
the services offered. The system may have forums that will be 
helpful in communication between recycling facilities and 
product designers. 
This form of the system design provides the necessary 
security of the proposed model. The RFID tag contains only 
non-sensitive information that can be utilized after accessing 
a secure database. In that way, reading the information 
written on the tag during the lifecycle of the product does 
not present a security risk for the any of the involved parties. 

    
Figure 4. Placement of RFID tag and tag reading 

 Phase 3: The system offers interactive video tutorials of 
nondestructive disassembly process and disassemble of 
valuable components of interest with visualization of the 
disassembly process supported with augmented reality. 

Augmented reality (AR) is a technology that enables digitally 
stored spatial information to be overlaid graphically on views 
of the real world [12]. AR allows the user to see the real world, 
with virtual objects superimposed upon or composited with 
the real world. Ideally, it would appear to the user that the 
virtual and real objects coexisted in the same space. 
Augmented Reality enhances a user's perception of and 
interaction with the real world [13]. The virtual objects display 
information that the users cannot directly detect with their 
own senses. The information conveyed by the virtual objects 
helps a user perform real-world tasks. 
The usual 2D technical drawings or 3D video animations of 
the disassembly process are difficult to understand and 
challenging to follow. The proposed model uses an 
interactive video guide superimposed on the real product. 
The system requires a hand-held device equipped with rear 
mounted camera, Android or iOS operating systems and 
access to internet. An animation of the disassembly process is 
created for the defined optimal nondestructive disassembly 
sequence from phase 1.  
Using the Augment software platform the animation is 
uploaded to the Augment Manager providing the necessary 
information and tags. Using the data read from the RFID tag, 
a link to the 3D model in Augment Manager is generated and 
the animation is loaded on the hand-held device. The 
superimposed model in augmented reality is displayed on 
the screen.  
The animation guides the recycler in the process of the 
nondestructive disassembly step-by-step as shown in Figure 

5. The system provides with corresponding views as the user 
changes the viewing angle and position relative to the 
product with real motion. The component of interest is 
highlighted and the corresponding information is displayed. 
In case of presence of hazardous materials, the animation will 
provide the procedures for secure disposal. The systems is 
designed to operate using a hand-held device or a Head-
Mounted Display (HUD).  

 

 
Figure 5. Step-by-step visual guide for nondestructive 

disassembly operations in Augmented Reality 
CONCLUSION 
In this paper, a novel model for nondestructive disassembly 
process of end-of-life product supported with augmented 
reality and RFID technology is proposed. Using this model, 
the information about the nondestructive disassembly 
process of end-of-life product and information regarding the 
valuable component of interest can be delivered directly via 
net-centric database by using of RFID tag and the 
nondestructive disassembly process will be shown with video 
presentation in augmented reality.  
The model provides the necessary security of the product 
information by not storing real information to the RFID tag. As 
a result, this proposed model can improve the percent of 
recovered material, recovered valuable functional 
component of interest for reuse, lower negative effect to the 
environment, biggest recovery profits, easy disassembly 
process by using of video presentation and augmented 
reality. 
Note 
This paper is based on the paper presented at 13th International 
Conference on Accomplishments in Mechanical and Industrial 
Engineering – DEMI 2017, organized by University of Banja Luka, 
Faculty of Mechanical Engineering, in Banja Luka, BOSNIA & 
HERZEGOVINA, 26 - 27 May 2017. 
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AIRBORNE WEAR PARTICLES FROM AUTOMOTIVE BRAKE SYSTEMS IN 
URBAN AND RURAL AREAS 
 
1. University of Kragujevac, Faculty of Engineering, SERBIA 
 
Abstract: Non-exhaust vehicle emissions are currently thought to be tyre wear, brake wear, clutch wear, road surface wear, 
corrosion of other vehicle components, corrosion of street furniture and crash barriers, and the resuspension of road dust. Among 
non-exhaust sources, brake wear can be a significant particulate matter (PM) contributor, particularly within areas with high traffic 
density and braking frequency. Regulations for brake pad performance are influenced by many bodies across the world, including 
the Particle Measurement Programme by the United Nations Economic Commission for Europe (UNECEPMP). In order to 
continuously improve their products and ensure regulatory compliance, brake pad manufacturers conduct brake performance 
tests and they can be carried out on vehicles and on dynamometers. The main topic of this paper regards the potential impact of 
the emitted PM on the human health, depending on the mechanisms of formation and toxicity of the particles. On-going European 
projects dealing with this important problem will also be discussed in the paper. 
Keywords: Brake system; wear particles; legal requirements; health 
 
 
INTRODUCTION  
The pollutants present in the ambient air, primarily respirable 
particles (particulate matter-PM), draw a lot of attention of 
researchers, regulatory bodies and the general public 
because of its negative effects on human health. The 
legislation of the European Union for many years, and since 
2010 also the Serbian regulations, prescribe monitoring of 
two fractions of particles present in the air, with aerodynamic 
diameter less than 2.5 µm, so-called fine particles, and smaller 
than 10 µm, PM10, which includes fine particles and the coarse 
particles that are in the range of 2.5-10 µm. In addition to 
natural sources, the most important anthropogenic air 
pollution sources include power plants and traffic. Fine 
particles and gases from power plants and transport often 
come from the combustion process. The literature indicates 
that industrial processes are the biggest sources of pollution, 
followed by emissions from installations for the collective and 
local heating and all forms of transport that represents the 
process of burning fossil fuels that are not directly ties with 
industry. In urban areas, road traffic is marked as the biggest 
source of air pollution [1]. 
The particulate matter generated by road transport activity 
can be categorised according to its mechanism of formation. 
It is often assumed that diesel exhaust is the main source of 
particulate matter from road vehicles. However, there are a 
number of non-exhaust processes which can also result in 
particulate matter being released directly to the atmosphere. 
The main abrasion processes leading to the direct emission of 
particulate matter are tyre wear, brake wear and road surface 
wear. In addition to direct non-exhaust emissions, material 
previously deposited on the road surface can be suspended 
or resuspended in the atmosphere as a result of tyre shear, 
vehicle-generated turbulence, and the action of the wind. In 
the case of road transport, it is commonly assumed that most 

primary fine particles (PM2.5) are emitted from the exhaust, 
whereas many of the coarse particles (PM2.5-10) are 
considered to originate from non-exhaust sources. This over-
simplifies the situation somewhat; there is evidence to 
suggest that non-exhaust particles contribute to both the 
fine and coarse modes [2]. 
The composition of the friction material influences the brake 
wear factor. The three types of brake lining tend to be used 
for conventional applications. NAO linings are relatively soft 
and create less noise, but they generally wear faster and 
create more dust than the other types. Low-metallic linings 
are made from an organic formula mixed with small amounts 
(10 to 30 %) of metal to help with heat transfer and provide 
better braking. With the added metal, there is more brake 
dust, and they may be slightly noisier. Semi-metallic linings 
have a metal content of around 30 to 65%. These pads are 
more durable and have excellent heat transfer, but also wear 
down rotors faster, have intrusive noise characteristics, and 
may not perform as well under low-temperature conditions 
[3]. 
Driving behaviour, in particular the frequency and severity of 
braking events, is also an important determinant of brake 
wear. Because the brake wear only occurs during forced 
decelerations, the highest concentrations of brake wear 
particles should be observed near busy junctions, traffic 
lights, pedestrian crossings, and corners. However, particles 
may also be released from the brake mechanism or wheel 
housing sometime after the primary emission event [2]. 
The aim of the present study is to present the different 
aspects regarding PM resulting from brake wear and provide 
all the necessary information in terms of physicochemical 
characteristics, emission factors and possible adverse health 
effects. On-going European projects dealing with this 
important problem will also be presented. 
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BRAKE WEAR PARTICLES  
The results of the recently published study conducted in 
three European countries, Austria, Switzerland and Germany 
where 75 million people live, estimated that exposure to 
respirable particles responsible for about 40,000 deaths per 
year. Half the number of these deaths is attributed to particles 
from traffic, which is equal to the number of people who 
annually die in the European Union in traffic accidents. The 
introduction of limit values of concentrations of pollutants in 
the ambient air, in particular, those relating to respirable 
particles, contributes to improve the health of populations, 
which certainly has positive economic effects too [4].  
Respirable particles are characterized by a number of 
characteristics including size, density, shape and 
composition. Generally, the impact on human health, effects 
on the environment and the fate of particles depend on their 
size. Particulate matter is frequently classified according to its 
size, i.e. PM10, PM2.5 and PM0.1 for particulates with an 
aerodynamic diameter D smaller than, respectively, 10 μm, 2.5 
μm and 0.1 μm. Very coarse particles (D>10 μm) are generally 
filtered in the nose and throat. Coarse particles (2.5 μm<D<10 
μm) can settle in the bronchi and lungs. Fine particles (0.1 
μm<D<2,5 μm) can easily penetrate into the lungs gas 
exchange regions, and they might cause vascular 
inflammation related diseases and possibly lung cancer. 
Ultrafine particles (D<0.1 μm) or nanoparticles might be even 
more dangerous, as they can reach intimate structure of 
tissues and organs and act as nucleations sites for cancer and 
degenerative pathologies.   

 
Figure 1. Relative Size of Particulate Matter 

Despite the emissions of PM2.5 and PM10 decreased by 16% 
and 21% respectively between 1999 and 2009, PM limits were 
exceeded widely across the EU area, a quite discouraging 
result. Whilst exhaust gases in the road transport are 
monitored and are the object of the European directives, less 
is known about the particulates originating from the wear of 
e.g. brakes and tyres. A recent study for the city of London 
regarding 2011 and 2015 PM emissions, estimated a 
consistent increase of the PM wear emissions (brakes and 
tyres) with respect to the overall PM emissions: from 35% to 
47% for PM10 and from 40% to 55% for PM2.5. 

During rapid deceleration, brakes are subject to large 
frictional heat generation, which leads to the wear of linings 
and disc. Brake wear emissions tend to occur at junctions, 
traffic lights, corners and other sites where rapid deceleration 
occurs. For light-duty vehicles (LDV) and heavy-duty vehicles 
(HDV), total brake wear factors are around 10-20 mg/vkm and 
50-80 mg/vkm (vehicles kilometres) respectively. Around 50% 
of the particles generated normally enter the atmosphere, 
and 80% of the emission appears to be PM10.The proportion 
originating from the wear of the brake linings compared with 
wear of the disc or drum is uncertain [2]. 
EUROPEAN PROJECTS RELATING TO EMISSION OF BRAKE 
WEAR PARTICLES  
Compliance with air quality standards for PM10 requires 
control of both fine and coarse particles. As the two modes 
tend to have different sources and formation mechanisms, 
different types of control are required. Primary fine particles 
from combustion sources are subject to regulation. As a result 
of the changes in legislation, and following the development 
and application of new technologies, the mass concentration 
of particles in the exhaust of diesel engines has reduced 
steadily over the last 20 years. There are currently no legal 
requirements for the control of the road vehicle non-exhaust 
particle emissions in the EU. Certain regulations, which are 
designed for other purposes, could influence nonexhaust PM 
emissions indirectly. Such regulations include restrictions on 
the use of studded tyres in certain countries to reduce 
damage to the road surface, and road/tyre noise standards 
[2]. There are several on-going research projects, some 
funded by the EU (e.g. REBRAKE) some by other organizations, 
that address different issues and very often are not known 
outside the involved groups or organizations. 
Rebrake’s project twofold objectives aim at on the one hand 
bringing a deeper comprehension of the physical and 
chemical phenomena underlying the brake wear process, 
including higher comprehension and analysis of 
characteristics coarse, fine and ultra-fine particles (UFP) and 
on the other of reducing at least 50% particulate matter (PM10) 
from brake wear, in compliance with the EU2020 thematic 
strategy of 47% reduction of particulate matter by 2020. The 
Rebrake project is articulated in four phases. In the first phase 
of the project, the experimental brake tests consist in setting 
up experimental tests and elaborating PM collection 
methodologies. In the second phase, the collected particles, 
from conventional and, newly developed materials, are 
chemically and morphologically characterized and compared 
with literature results regarding human health impacts. In the 
third phase of the project wear mechanisms are modeled and 
correlated to the actual brake system parameters and to the 
ingredients of the linings under investigation. In the fourth 
phase, novel brake systems will be engineered, in order to cut 
down the PM emissions by 50%. Knowing the influencing 
factors on brake dust emissions and how to measure the 
impact of changed parameters, it is possible systematically to 
search for measures to reduce the particle emission e.g. 
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change in formulation, collect the particles or change their 
physical properties in a way that makes then less harmful [5]. 
The LOWBRASYS project aims at demonstrating a novel and 
low environmental impact brake system that will reduce 
micro and nanoparticles emissions by at least 50%. The 
measurement and understanding of micrometer-sized and 
ultrafine particles and their effects on health and the 
environment will be improved and whilst providing 
recommendations to policy makers. The LOWBRASYS 
challenge is to develop a new generation of transport 
technologies able to push innovation towards a cleaner and 
more efficient road transport, improving air quality with 
positive effects on both environment and human life. At the 
same time LOWBRASYS matches the requirement to comply 
with possible future stricter legislations on vehicles emissions 
(both exhaust and non-exhaust) and EU air quality [6]. 
COBRA will demonstrate a completely novel brake pad 
production technology that will be based on an innovative 
hydraulic binder composition instead of phenolic resins, at 
comparable braking performance. State-of-the-art brake pads 
are constituted by thermo setting phenolic resins, which are 
suitable for friction and relatively high contact temperature 
applications. In addition, the novel technology will avoid the 
emission of aerosols and secondary ultrafine particulate 
(PM0.1) generated during braking by traditional phenolic-
resin-made pads. 
Since the phase out of asbestos brakes, brake lining material 
contains 1–14% Cu with an average Cu content of 5–10% in 
current brake linings. This makes brake wear from vehicles an 
important source of atmospheric copper concentrations. It is 
the dominating source of copper in ambient air in Western 
Europe. The history of changing regulations governing 
chemical compounds used in automotive brake pads in 
North America is shown in Figure 2 [7]. In March 2010, 
Washington became the first state to pass legislation in an 
effort to protect its waterways from the runoff of toxic copper 
brake dust. California also passed a bill, which became law in 
September 2010. The California law mandates that brakes 
contain no more than 5 percent copper beginning in 2021. By 
2025, the limit will be reduced to 0.5 percent. 

 
Figure 2. Change in the Regulation of Chemical Substances 

for Brake Pads [7] 

DEVELOPMENT OF A STANDARDIZED METHOD FOR 
MEASURING BRAKE WEAR PARTICLES  
All involved parties agree that a standardized test procedure 
for sampling and investigating brake wear particles, both in 
terms of mass and number, would be beneficial for the 
research and the development of low emitting brake systems. 
Brake wear particles generation and sampling can be 
performed in the laboratory by means of a roller chassis 
bench (Full Chassis Dynamometer), a brake dynamometer or 
a pin-on-disc configuration. In one case the attention is 
focused on particles generated at brake system level while in 
the other case at vehicle level. While measuring brake particle 
emissions from a whole vehicle would better reflect real 
world conditions and would enlarge the range of possible 
technologies for particle emission reduction (vehicle‐to‐
vehicle communication, hybridization, etc.), this represents a 
very complex challenge from a scientific and technical point 
of view. Issues like the representativeness of sampled particles 
and contribution from other sources (tyres, road, exhaust gas) 
appear very difficult to resolve. 

  

 
Figure 3. Measuring of brake particles 

Test rigs are considered a much simpler solution to 
investigate particle emissions from brake systems. Brake 
system suppliers as well as instrument manufacturers is 
actively working on the development of test rigs based on a 
brake dynamometer to generate, sample, and characterize 
particles.  
CONCLUSIONS 
Even though a hazardous effect of emissions from friction 
brakes on humans has not been proven, future regulations 
are expected to cover total vehicle emissions including those 
from friction brakes. Overall brake emissions are highly 
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depending on the applied drive cycles and braking 
conditions. The quantitative measurement of brake emissions 
is difficult and complex as the observed system around the 
brakes has no defined boundaries and cannot be closed 
without interfering with the particle flow and influencing the 
measuring results. It is predicted that the relative contribution 
of non-exhaust sources to traffic related emissions will 
increase in the forthcoming years due to stricter control in 
exhaust emissions. 
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DESALINATION ON EMPHASIS OF NUCLEAR METHODOLOGY 
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Abstract: Fresh water resources are rapidly being exhausted in many regions in the world. The worst-affected areas are the arid 
and semiarid regions of Middle East and North Africa. It is estimated that about 20-25% of the world's population are suffering from 
adequate and safe water supply. This proportion will increase due to population growth relative to water resources. During past 
decades, more interests are paid to the desalination of sea and brackish water resources. Desalination technologies have been 
now well established, and the total world capacity in mid-2012 was 80 million m³/day of potable water, in some 15,000 plants, 
majority of these are in the Middle East and North Africa. Nowadays using nuclear energy for fresh water production from seawater 
(nuclear desalination) has been drawing broad interests in many countries. These interests are driven by the expanding global 
demand for fresh water, by concern about global heating emissions and pollutions from fossil fuels and developments in small 
and medium sized reactors that might be more suitable than large power reactors. Several international organizations, like the 
IAEA, adopted cooperative active programs for supporting the activities on demonstration of nuclear seawater desalination 
worldwide. These include optimization of the coupling of nuclear reactors with desalination systems, economic research and 
assessment of nuclear desalination projects, development of software and training for the economic evaluation of nuclear 
desalination as well as fossil fuel based plants. In this paper, recent technical and economic developments in nuclear desalination 
and its future prospects have been reviewed and evaluated. 
Keywords: Nuclear desalination;   Potable   water needs; Water resources scarce areas 
 
 
INTRODUCTION 
The purpose of this paper is to provide an overview of various 
nuclear desalination plant design concepts, which are being 
proposed, evaluated, or constructed in countries with the aim 
of demonstrating the feasibility of using nuclear energy for 
desalination applications under specific conditions. Recent 
technical and economic developments in nuclear 
desalination and its future prospects have been reviewed and 
evaluated. Future potential applications of a variety of nuclear 
reactor designs in nuclear desalination are being proposed 
for examination. These include: high- temperature gas 
reactors (HTGRs), liquid metal cooled reactors (LMRs) such as 
lead-bismuth cooled or sodium cooled reactors, and other 
innovative reactor design concepts. The paper also focuses 
on advanced designs in the small category, i.e. those now 
being built for the first time or still on the drawing board, and 
some larger ones which are outside the mainstream 
categories. Many of the designs described here are not yet 
actually taking shape.  Three main options are being pursued: 
light water reactors, fast neutron reactors and also graphite-
moderated high temperature reactors. The first has the 
lowest technological risk, but the second (FNR) can be 
smaller, simpler and with longer operation before refueling. 
DESALINATION TECHNIQUES 
Seawater desalination is the process to obtain “pure” water 
through the separation of the seawater feed stream into:  
» a product stream that is relatively free of dissolved 

substances, and  
» a concentrate brine discharge stream. 

As depicted in Figure 1, desalination processes can be broadly 
categorized into two main types: processes using heat and   
process using electricity. The first types of processes are 
mainly the distillation processes, multi-stage flash (MSF) or 
multi effect distillation (MED). Vapour compression (VC) is a 
distillation process but it uses electricity, just as the 
membrane based processes like the reverse osmosis (RO) and 
the electro- dialysis (ED). Of these, the most commonly used 
processes are MSF, MED and RO. VC is often combined with 
MED. 

 
Figure 1. Types of desalination techniques 

In  distillation  processes,  (MSF  or  MED)  seawater  is  heated  
to  evaporate  pure  vapour  that  is subsequently condensed. 
The heat energy required for distillation is usually supplied as 
low pressure saturated steam, which may be extracted from 
the exhaust of a back pressure turbine, from a crossover 
steam duct or from a dedicated, heat only plant. 
The amount and quality of steam, required to produce the 
desired amount of pure water, depends on the seawater 
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temperature, the maximum brine temperature and the type, 
design and performance of the distillation plant. Usually, the 
efficiency of distillation plant is expressed in kg of pure water 
produced per kg of steam used in the first effect: this ratio is 
called the gain output ratio (GOR). 
Desalination is an energy intensive process. For the MED and 
MSF plants, the principal energy is in the form of heat but 
some electrical energy is required for the pumps and 
auxiliaries. RO uses only electrical energy to create the 
required pressure. The total energy consumption of these 
two processes is a function of many variables: heating fluid 
temperature  and  flow  rate,  seawater  temperature  and  
salinity,  desalination  plant  capacity  etc. Indicative values are 
given in Table 1. Desalination processes are described from 
technical point of view in many literatures. [1-3] 
STATUS AND DEVELOPMENTS IN NON-NUCLEAR 
DESALINATION. 
 Technical Status and Developments  
In mid-2012, the total world capacity of potable water was 80 
million m³/day (29,200 GL/yr), in some 15,000 plants. A 
majority of these are in the Middle East and North Africa. The 
largest plant – Jubail 2 in Saudi Arabia - has 948,000 m3/day 
(346 GL/yr) capacity, operated by Saudi Water Conversion 
Corporation. Two thirds of the world capacity is processing 
seawater, and one third uses brackish artesian water. The 
major technology in use and being built today is reverse 
osmosis (RO) driven by electric pumps which pressurize water 
and force it through a membrane against its osmotic 
pressure. (About 27 Bar, 2700 kPa. Therefore RO needs 
compression of much more than this).   
This accounted for 60% of 2011 world capacity. A thermal 
process, multi-stage flash (MSF) distillation process using 
steam, was earlier prominent and it is capable of using waste 
heat from power plants. It accounted for 26% of capacity in 
2011. With brackish water, RO is much more cost-effective, 
though MSF gives purer water than RO. A minority of plants 
use multi-effect distillation (MED - 8% of world capacity) or 
Multi-effect Vapour Compression (MVC) or a combination of 
these. MSF-RO hybrid plants exploit the best features of each 
technology for different quality products.  
In Israel, some 10% of Israel's water is desalinated, and one 
large RO plant provides water at 50 cents per cubic meter. 
Malta gets two thirds of its potable water from RO. Singapore 
in 2005 commissioned a large RO plant supplying 136,000 
m³/day - 10% of needs, at 49 cents US per cubic meter. Malta 
gets two thirds of its potable water from RO, and this takes 4% 
of its electricity supply. Singapore in 2005 commissioned a 
large RO seawater desal plant supplying 136,000 m3/day - 
10% of needs, at 49 cents US per cubic meter, and has 
contracted for a 318,500 m3/d RO plant on a build-own-
operate basis, costing US$ 700 million, to provide water at US 
36 c/m3. The same company is building a 500,000 m3/d 
seawater desal plant in Algeria [4]. 
The UAE operates the 820,000 m3/day Jebel Ali MSF plant in 
Dubai, Fujairah producing 492,000 m3/day, Umm Al Nar 

394,000 m3/day, and Taweelah A1 power and desal plant 
producing 385,000 m3/day. In February 2012 China's State 
Council announced that it aimed to have 2.2 to 2.6 million 
m3/day seawater desalination capacity operating by 2015[5]. 
The Kwinana desalination plant near Perth, Western Australia, 
has been running since early 2007 and produces about 
140,000 m3/day (45 GL/yr) of potable water, requiring 24 MWe  
of power for this, hence 576,000 kWh/day, hence 4.1 
kWh/m3 overall, and about 3.7 kWh/m3 across the 
membranes. The plant has pre-treatment, then 12 seawater 
RO trains with capacity of 160,000 m3/day which feed six 
secondary trains producing 144,000 m3/day of water with 50 
mg/L total dissolved solids. The cost is estimated at a $ 
1.20/m3. Discharge flow is about 7% salt. Future WA 
desalination plants will have more sophisticated pre-
treatment to increase efficiency. In August 2011 the state 
government decided to double the size of its new Southern 
Water Desal Plant at Binning up plant near Perth to 100 GL/yr, 
taking the cost to about $1.45 billion. Stage 1 of 50 GL/yr was 
within the A$ 955 million budget. At the April 2010 Global 
Water Summit in Paris, the prospect of desalination plants 
being co-located with nuclear power plants was supported 
by leading international water experts. 
 Energy Consumption and Economics 
Desalination is energy-intensive process. As seen from Table 
1, Reverse Osmosis (RO), needs up to 6 kWh of electricity per 
cubic meter of water (depending on its original salt content), 
hence 1 MWe will produce about 4000 to 6000 m3 per day 
from seawater. MSF and MED require heat at 70-130°C and 
use 25-200 kWh/m³, though a newer version of MED (MED-
MVC) is reported at 10 kWh/m3 and competitive with RO. A 
variety of low-temperature and waste heat sources may be 
used, including solar energy, so the above kilowatt-hour 
figures are not properly comparable.  

Table 1. Average energy consumption and water cost in 
desalination processes (modified after Ref. [2]) 

Pr
oc

es
s World 

installed 
capacity 

(%) 

Specific Heat 
Consumption 
(kWth.h/m3) 

Specific 
Electricity 

Consumption 
(kWth.h/m3) 

Water Cost 
($ / m3) 

MSF 44 50-110 4-6* 0.8-1.86 
MED 4 60-110 1.5-2.5* 0.27-1.49 
RO 42 none 3-5.5 0.45-1.62 
ED 6 none - 0.58 
VC 4 - - 0,46-1.21 

* Some electricity is required to run the pumps and other 
auxiliary systems in MSF and MED 
For brackish water and reclamation of municipal wastewater 
RO requires only about 1 kWh/m3. The choice of process 
generally depends on the relative economic values of fresh 
water and particular fuels, and whether cogeneration is a 
possibility. Approximately, it could be concluded that, in 
order to produce about 300 000 m3/day, MED process would 
require about 550 MW (th) and 15 MW (e). To produce the 
same amount of water, RO would require only about 60 MW 
(e). The thermal energy requirements for MSF could be twice 
as much as those for the MED plant. 
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NUCLEAR DESALINATION 
 Economical and Environmental Incentives 
Nuclear desalination is defined to be the production of 
potable water from seawater in a facility in which a nuclear 
reactor is used as the source of energy for the desalination 
process. Electrical and/or thermal energy may be used in the 
desalination process. The facility may be dedicated solely to 
the production of potable water, or may be used for the 
generation of electricity and production of potable water, in 
which case only a portion of the total energy output of the 
reactor is used for water production. Nuclear power is a 
proven technology, which has provided more than 16% of 
world electricity supply in over 30 countries.  More  than  ten  
thousand  reactor-years  of  operating  experience  have  been 
accumulated over  the past 5 decades. In recent years, the 
option of combining nuclear power with seawater 
desalination has been explored to tackle water shortage 
problem. Over 175 reactor-years of operating experience on 
nuclear desalination have been   accumulated worldwide. 
Several demonstration programs of nuclear desalination are 
also in progress to confirm its technical and economical 
viability under country-specific conditions, with technical co-
ordination or support of IAEA.  
In this context, nuclear desalination now appears to be the 
only technically feasible, economically viable and sustainable 
solution to meet the future water demands, requiring large 
scale seawater desalination: 
» Nuclear desalination is economically competitive, as 

compared to desalination by the fossil energy sources, 
» Nuclear reactors provide heat in a large range of 

temperatures, which allows easy adaptation for any 
desalination process. 

» Some  nuclear  reactors  furnish  waste  heat (normally 
evacuated  to  the  heat  sink)  at  ideal temperatures for 
desalination. 

» Desalination is an energy intensive process.  Over the long 
term, desalination with fossil energy sources would not be 
compatible with sustainable development: fossil fuels 
reserves are finite and must be conserved for other 
essential uses whereas demands for desalted water would 
continue to increase. 

Furthermore, the combustion of fossil fuels would produce 
large amounts of greenhouse gases and toxic emissions. 
Basing the estimations to only the Mediterranean region, it 
can be shown that around 2020, there will be additional need 
of water production of about 10 million m3/day. If nuclear 
instead of fossil fueled option is chosen, then one could avoid 
about: 
» 200 000 000 t/year of CO2, 
» 200 000 t/year of SO2, 
» 60 000 t/year of NOx, and 
» 16 000 t/year of other hydrocarbons. 
These extrapolated to the world desalination capacities 
would lead to more than double the amounts given above 
[6]. 

 Current Experience and Developments in Nuclear 
Desalination 

Table 2 summarizes past experience as well as current 
developments and plans for nuclear-powered desalination 
based on different nuclear reactor types. 
Japan now has over 150 reactor-years of nuclear powered 
desalination experience. Kazakhstan had accumulated 26 
reactor-years before shutting down the Aktau fast reactor at 
the end of its lifetime in 1999. The experience gained with the 
Aktau reactor is unique as its desalination capacity was orders 
of magnitude higher than other facilities. 
Most of the technologies in Table 2 are land-based, but the 
Table also includes a Russian initiative for barge-mounted 
floating desalination plants. Floating desalination plants 
could be especially attractive for responding to temporary 
demands for potable water [7]. 

Table 2. Current nuclear reactor types and adopted  
desalination processes 

Reactor 
type Location Desalination 

process Status 

LMFR Kazakhstan (Aktau) MED, MSF In service till 1999 

PWRs 

Japan (Ohi, 
Takahama, Ikata, 

Genkai) 
MED, MSF, RO 

In service with operating 
experience of over 125 

reactor-years. 
Rep. of Korea, 
Argentina, etc. MED Under design 

Russian Federation MED, RO 
Under consideration 

(floating unit) 

BWR Japan (Kashiwazaki- 
Kariva) MSF 

Never in service following 
testing in 1980s, due to 
alternative freshwater 
sources; dismantled in 

1999. 

HWR 
India (Kalpakkam) MSF/RO Under commissioning 
Pakistan (KANUPP) MED Under construction 

NHR-
200 

China MED Under design 

HTRs 
France, The 

Netherlands, South 
Africa, USA 

MED, RO 
Under development and 

design 

LMFR: liquid metal fast reactor; PWR: pressurized water reactor; BWR: 
boiling water reactor; HWR: heavy water reactor, NHR: nuclear heat 
producing reactor; HTR: high temperature reactor MED: multi-effect 
distillation; MSF: multi stage flash distillation; RO: reverse osmosis 
 Technical and Economic Feasibility of Nuclear 

Desalination 
The following sections provide additional details on the new 
developments listed in Table 3.  
» Argentina  has  identified  a  site  for  its  small  reactor  

(CAREM),  which  could  be  used  for desalination. A related 
initiative on safety aspects of nuclear desalination 
addresses practical improvements and implementation 
and shares advances around the world. 

» China is proceeding with several conceptual designs of 
nuclear desalination using NHR type heating reactor for 
coastal Chinese cities. A test system is being set up at INET 
(Institute of Nuclear Energy Technology, Tsinghua 
University, and Beijing) for validating the thermal-
hydraulic parameters of a multi-effect distillation process. 
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» Egypt has completed a feasibility study for a nuclear co-
generation plant (electricity and water) at El-Dabaa. 
Construction of a pre-heat RO test facility at El Dabaa is 
nearing completion. The data generated will be shared 
with interested Member States. 

» France has recently concluded several international 
collaborations: one with Libya designed to undertake a 
techno-economic feasibility study for a specific Libyan site 
and the adaptation of the Libyan experimental reactor at 
Tajoura into a nuclear desalination demonstration plant 
using both MED and RO processes in a hybrid 
combination. The other collaboration is with Morocco 
(The AMANE project) for a techno-economic feasibility 
study of Agadir and Laayoun sites. Under a bilateral 
collaboration signed between India and France, it has also 
been agreed that the two partners will collaborate on the  
development of advanced calculation models, which will 
then  be  validated  at  Indian  nuclear  installations  (the  
experimental  reactor  CIRUS  and  the Kalpakkam plant, 
with hybrid MSF-RO systems). 

» Israel  continues  to  regularly  provide  technical  and  
economic  information  on  low  cost desalination 
technologies and their application to large-scale 
desalination plants. 

» Japan continues with its operation of nuclear desalination 
facilities co-located inside many nuclear power plants. 

» The Republic of Korea is proceeding with its SMART 
(System-integrated Modular Advanced Reactor) concept. 
The project is designed to produce 40 000 m3/day of 
potable water. 

» Morocco continues the process of establishing an 
adequate legal and institutional legislative and regulatory 
nuclear framework while staying abreast of technical 
developments in general and nuclear desalination. 

» Tunisia has completed its techno-economic feasibility 
study, in collaboration with France, for the la Skhira site in 
the southeast part of the country. The final report, 
presented in March 2005 was very favorably received by 
the Tunisian authorities who have already announced 
their willingness to go for the nuclear desalination option. 

» USA will include in its Generation IV roadmap initiative a 
detailed discussion of potential nuclear energy products 
in recognition of the important role that future nuclear 
energy systems can play in producing fresh water. 

» Further R&D activities are also underway in Indonesia and 
Saudi Arabia. In addition, interest has  been  expressed  by  
Algeria,  Brazil,  Islamic  Republic  of  Iran,  Iraq,  Italy,  Jordan, 
Lebanon, Philippines, Syrian Arab Republic and United 
Arab Emirates in the potential for nuclear desalination in 
their countries or regions. 

» India is building a demonstration plant at Kalpakkam using 
a 6300 m3/day hybrid desalination system (MSF-RO) 
connected to an existing PHWR. The RO plant, with a 
production capacity of 1800 m /day, was set up in 2004 

and is since operating. The MSF plant (4500 m3 /day) is to 
be commissioned in 2006. 

» Libyan Arab Jamahiriya is considering, in collaboration 
with France, to adapt the Tajoura experimental  reactor  for  
nuclear  desalination  demonstration  plant  with  a  hybrid  
MED-RO system.  The MED plant, of about 1000 m3/day 
production capacity, will be manufactured locally. 

» Pakistan is constructing a 4800 m3/day MED thermal 
desalination plant coupled to a PHWR at Karachi. It is 
expected to be commissioned towards the end of 2006. 

» The Republic of Korea is exploring a possibility of using a 
co-generating integral type reactor SMART combined 
with a multi-effect distillation (MED) plant producing 
40000 m3/day of fresh water. The basic design of 330 MW 
(th) SMART is completed. In parallel with out-pile tests, a 
one-fifth scale pilot plant SMART-P is being planned to 
construct along with a MED unit by 2008. 

» The Russian Federation continues its R&D activities in the 
use of small reactors for nuclear desalination  and  has  
invited  partners  to  participate  in  an  international  
nuclear  desalination project based on a nuclear floating 
power unit (FPU) equipped with two KLT-40s reactors. The 
co-generation  plant,  foreseen  for  construction  in  2006,  
will  be  sited  at  the  shipyard  in Severodvinsk,  
Arkhangelsk region  in the  western North  Sea area  where 
the FPU  is being manufactured [8]. 

ADVANCES IN REACTOR DESIGN FOR NUCLEAR 
DESALINATION 
There are no specific nuclear reactors for desalination. Any 
reactors, capable of providing electrical and/or thermal 
energy can be coupled to an appropriate desalination 
process. These reactors can operate  as  dedicated  systems  
(producing  only  the  desalted  water)  or  as  co-generation  
systems producing both water and electricity.  
Dedicated nuclear systems are considered more suitable for 
remote, isolated regions. Many developing countries may 
face both power and water shortages. In this case, IAEA 
studies have shown that the small and medium sized reactors 
(SMRs), operating in the cogeneration mode, could be the 
most appropriate nuclear desalination systems for several 
reasons: 
» SMRs have lower investment costs. 
» Almost all SMR concepts appear to show increased 

availability (≥ 90%). 
» Because of inherent safety features, most SMRS have a 

larger potential for being located near population centers, 
hence lowering the water transport costs. 

This section is thus mainly devoted to a very brief description 
of SMRS. These reactors have been discussed in detail in [3]. 
For the purposes of updating the information, two innovative, 
generation-4 SMRs (IRIS and ANTARES) are also described. 
CAREM-D, The NHR-200 and The AP-600 are the most 
important advanced reactor systems used for modern 
nuclear desalination plants as described in Table 3. 

 
 



A CTA TECHNICA CORVINIENSIS – Bulletin of Engineering 
Tome XI [2018]  |  Fascicule 2 [April – June] 

53 | F a s c i c u l e  2  

Table 3. Some technical characteristics of different nuclear  
reactors proposed for desalination [9] 

 CAREM NHR-200 AP-600 GT-MHR* PBMR* 
Net thermal/ 

electrical power 
(MW(th)/MW(e)) 

100/27 200/NA 610/1932 600/286 266/115 

Fuel Enriched 
UO2 

Enriched 
UO2 

Enriched 
UO2 

Enriched 
UO2 

particles 

Enriched 
UO2 

particles 
Coolant Water Water Water He He 

Moderator Water Water Water Graphite Graphite 
Coolant circuit 
pressure (MPa) 12.25 2.5 15.5 71.5 69.6 

Coolant circuit 
in/out temperature 

(°C) 
284/386 153/210 288/322 493.2/854.

6 525/892 

Secondary circuit 
feed water pressure 

(MPa) 
4.7  57.5 - - 

Secondary circuit 
feed water (fluid) 
temperature (°C) 

200   - - 

Intermediate (or 
tertiary) circuit 
pressure (MPa) 

 3.0  7 7 

Intermediate (or 
tertiary) circuit in/ 

out temperature (°C) 
 135/170  100 100 

Plant life time (years)  40 40 60 60 
      

Net thermal/ 
electrical power 
(MW(th)/MW(e)) 

743/240 330/90 2 X 150/35 335/1002 600/280 

Fuel Nt. UO2 Enriched 
UO2 

Enriched 
UO2 

Enriched 
UO2 

Enriched 
UO2 

particles 
Coolant D2O Water Water  He 

Moderator D2O Water Water  Graphite 
Coolant circuit 
pressure (MPa) 10.3 15 12.7 15.5 5.5 

 PHWR SMART KLT-40C IRIS ANTARES 
Coolant circuit 

in/out temperature 
(°C) 

249/293.4 270/310  292/328.4 395/850 

Secondary circuit 
feed water pressure 

(MPa) 
4.2 5.2  6.4 (N2/He) 

5.5 

Secondary circuit 
feed water (fluid) 
temperature (°C) 

170 180  224 (350/800) 

Intermediate (or 
tertiary) circuit 
pressure (MPa) 

     

Intermediate (or 
tertiary) circuit in/ 

out temperature (°C) 
  130  30/550 

Plant life time (years) 40 60 40 60 60 
* Calculated characteristics for MED couplings based on waste heat utilization 
TECHNICAL AND ECONOMIC DEVELOPMENTS    
Considerable advances have been recently made in several 
countries on the development of improved or innovative 
nuclear reactors. These include: 
» Advanced PWRs such as CAREM (integral PWR, Argentina), 

SMART (integral PWR, Republic of Korea),  NHR-200  
(dedicated  heat  only  reactor,  being  developed  by  INET,  
China),  AP-600 (Westinghouse, USA and ANSALDO, Italy) 
and the barge-mounted KLT-40 class of reactors, derived 
from Russian Ice-breakers[10]. 

» HWRs, being modified for nuclear desalination in India and 
Pakistan. HTRs such as the GT-MHR (developed by an 
international consortium, led by General Atomics) and the 
PBMR (planned to be constructed soon in South Africa by 
the PBMR Company). 

» Other  advanced  reactors  such  as  the  integral  PWR,  IRIS  
(being  developed  by  an  international consortium,  led  
by  Westinghouse)  and  the  innovative  HTR,  ANTARES  
(under  development  by Framatome, ANP, France)[11,12]. 

Desalination technologies have, in parallel, also known 
considerable technological innovations: 
» an almost exponential increase in production capacity of 

the plants: thus, for example, between the years 980 and 
2005, multi-effect distillation (MED) unit plant capacities 
have increased from 1 000 to 31 000 m3/day and multi-
stage flash (MSF) unit sizes have increased from 31 000 to 
80 000 m3/day. 

» choice of high performance materials, (e.g. carbon-steel in 
place of simple, painted steel), development of high heat 
transfer alloys for the tubes, increasing use of non-metallic 
evaporator materials. 

» improvement in corrosion resistance (e.g. utilization of 
anti-scaling organic products in place of conventional acid 
treatment). 

» improvements in availability and thermodynamic 
efficiencies, due to the incorporation of on- line cleaning 
procedures. 

» modular construction, with improvements in fabrication 
procedures, reducing construction lead times. 

» development of efficient and more precise process 
control systems and procedures. 

The  most  rapid  and  significant  advances  have  been  
reported  in  membrane  based  processes,  in particular 
reverse osmosis (RO): 
» increase of salt rejection efficiency (from 98 to 99.8 %). 
» increase in permeate flux (86 %). 
» enhanced chlorine tolerance. 
» reduction of the costs of cleaning and pre-treatment due 

to ever increasing resistance against fouling. 
» development of longer life membranes. 
Many  countries  have  undertaken  nuclear  desalination  
studies  in  their  specific  conditions. Analysis of the results 
leads to the following conclusions: Whatever  the  nuclear  
reactor,  the  desalting  capacity  and  the  site-specific  
conditions,  nuclear desalination  is  by  far  economically  the  
most  interesting  option  as  compared  to  the  gas  turbine, 
combined cycle plant as long as gas prices remain higher 
than about 21 $/bbl, if nuclear can achieve capital costs at or 
below the 1500 $/kWth range. In this context, the IAEA has 
received 8 reports summarizing site- studies from Argentina 
(CAREM + RO), China (NHR-200 + MED), Egypt (PWR-1000 + 
RO, PWR- 1000 + MED), France (PWR-900 and AP-600, coupled 
to RO and MED, GT-MHR and PBMR, coupled to MED, with 
waste heat utilization), India (PHWR + MED, PHWR + RO and 
PHWR + hybrid MSF-RO), Republic of Korea (SMART + MED), 
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Pakistan (CANDU + MED) and Syrian Arab Republic (PBMR 
coupled to MED, MED/VC and RO) [13]. 
Because  of  very  diverse  site  conditions,  production  
capacities,  economic  hypotheses,  variety  of nuclear  
reactors and even calculation methods, it is very difficult to 
arrive at specific conclusions regarding different  nuclear 
desalination systems. One may however, obtain a range of 
values for different combinations: 
» For the RO based systems, desalination costs vary from 0.6 

to 0.94 $/m3. 
» In all cases where the nuclear desalination costs are 

compared with those from the combined cycle plant, it is 
observed that the nuclear desalination costs are much 
lower. 

» For the MED based systems, the nuclear desalination costs 
vary from 0.7 to 0.96 $/m3. 

» In one study, the MED /VC, coupled to a PWR leads to a 
cost of 0.5 $/m3. 

» As for RO, wherever comparisons have been made, the 
desalination cost of nuclear reactors coupled to MED are 
systematically more than 20% lower than the 
corresponding cost by the combined cycle MED systems. 

» In a hybrid MSF-RO system, the desalination cost of MSF, 
coupled to a PHWR is 1.18 $/m3, compared to 0.95 $/m3 
for RO but that of the hybrid MSF-RO system is 1.1 $/m3. 
This cost is likely to be further reduced as hybrid system 
capacity is increased [14]. 

With identical economic hypotheses, used for three cases, 
DEEP-3 results show that nuclear reactors, coupled to RO 
would lead to a desalination cost of 0.6 to 0.74 $/m3. 
Corresponding cost for MED would be about 0.89 $/m3. 
Nuclear desalination costs can still be further reduced by 
adopting certain cost reduction strategies involving the use 
of waste heat from nuclear reactors and normally evacuated 
to the sea or river, the launching of  optimized hybrid systems 
and the extraction of strategic and costly minerals from the 
brine rejected by desalination plants, accompanied by zero 
brine discharge to the sea. 
The most crucial problem for the launching of full-fledged 
nuclear desalination systems remains the financing of 
projects. However, studies have shown that the project 
financing method (in which instead of financing the local 
utility, an independent structure for project financing is 
created and which seeks to reduce the risks through multiple 
government and/or international credits) coupled to the 
leasing (instead of buying all the project equipment, a part is 
leased) would be a very suitable approach for most 
developing countries [14]. 
CONCLUSIONS 
This paper provides information and recalls some of the 
advances made both in the nuclear reactor and desalination 
technologies. It is expected that the information contained in 
this report would be of use to decision makers in the Member 
States considering nuclear desalination options. Desalination 
technologies are mainly of two types:  

» thermal processes, based on the utilization of heat energy 
for distillation (also requiring some electrical energy for 
the pumps and other auxiliary systems) and  

» membrane based processes using only electrical (or 
mechanical) energy. 

Among the thermal processes, the most commonly used are 
MSF and MED Vapour compression (VC) is a distillation 
process which uses electrical energy. Reverse Osmosis (RO) 
and Electro-dialysis (ED) are membrane based processes. 
There are no specific nuclear reactors for desalination. Any 
reactors capable of providing electrical and/or thermal 
energy can be coupled to an appropriate desalination 
process. These reactors can operate  as  dedicated  systems  
(producing  only  the  desalted  water)  or  as  co-generation  
systems producing both water and electricity. Dedicated 
nuclear systems are considered more suitable for remote, 
isolated regions. Many developing countries may face both 
power and water shortages. In this case, many studies have 
shown that the small and medium sized reactors (SMRs), 
operating in the cogeneration mode, could be the most 
appropriate nuclear desalination systems. 
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Abstract: In this paper, the author proposes a novel strategy of direct torque control (DTC) of induction machine (IM) fed by five-
level NPC inverter using the Artificial neural network (ANN) applied in switching select voltage. I used the torque hysteresis by 
using the 13-level hysteresis controller. The DTC control proposed in this paper can reduce the torque ripple, stator flux ripple and 
the THD value of stator current. The validity of the proposed control scheme is verified by simulation tests of an induction machine. 
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INTRODUCTION 
In recent years, many studies have been carried out to 
develop different solution for the induction motor control 
having the features of precise and quick torque response and 
reduction of complexity of the field-oriented algorithms. The 
direct torque control technique has been recognized as 
viable solution to achieve these requirements [1]. The DTC 
method has been proposed in the mid 1980’s, the DTC 
method for AC machines is prevalently utilized in many 
variable speed drive [2]. It is based on the errors between the 
reference and the estimated values of torque and flux for to 
directly control the inverter states in order to reduce the 
torque and flux errors within the prefixed band limits to this 
end, it uses tables to select the switching procedure based on 
the inverter states and reduces the influence of the parameter 
variation during the operation. The DTC drive contains a pair 
of hysteresis comparators, a flux, torque estimator and a 
voltage vector selection table. The torque and flux are 
controlled simultaneously by applying suitable voltage 
vectors and by limiting these quantities within their hysteresis 
bands [3]. DTC provides very quick response with simple 
control structure and hence, this technique is gaining 
popularity in industries [4]. The disadvantages of 
conventional DTC are high torque ripple and slow transient 
response to the step changes in torque during start-up. For 
that reason the application of fuzzy logic and artificial neural 
network attracts the attention of many scientists from all over 
the word [5]. This paper is devoted to multilevel DTC and 
DTC-ANN of IM. 
The reason for this trend is the many advantages which the 
architecture of ANN have over traditional algorithmic 
methods. Among the advantages of ANN are the ease of 
training and generalization, simple architecture, possibility of 
approximating nonlinear functions, insensitivity to the 
distortion of the network, and inexact input data [5]. 
In this paper, I’m present the performance of the DTC control 
with 13-level hysteresis of IM fed by five-level NPC inverter 
using ANN. The ANN then replaces the switching table of the 

five-level DTC. Neural DTC is used to improve dynamic 
response performance and decrease the torque and stator 
flux ripples. 
FIVE-LEVEL DTC CONTROL  
The multilevel DTC block diagram is shown in Figure 1. In 
every sampling time of the inverter stator voltages and 
currents are sampled. Using these sampled inputs stator flux, 
speed, torque and flux angle are estimated in the adaptive 
motor model. Estimated torque and flux are compared with 
their respective reference values through hysteresis 
comparators. Based on torque, flux errors and flux angle apt 
switching state is generated through the optimal switching 
table [6]. For speed control based on the DTC, a proportional-
integral (PI) controller is used to generate the reference 
torque from the difference between the reference and 
measured speeds [7].  
DTC does not need a pulse width modulator and a position 
encoder, which introduce delays and requires mechanical 
transducers respectively. DTC based drives are controlled in 
the manner of a closed loop system without using the current 
regulation loop. 
The stator flux components are estimated using the 
measured stator voltage and current components: 
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Figure 1. Block diagram of DTC of IM drives 

Figure 2 shows the circuit of a five-level diode clamped 
inverter (NPC) and the switching states of each leg of the 
inverter. Each leg is compsed of two upper and lower 
switches with anti-parallal diodes. Four series DC-link 
capacitors split the DC bus voltage in halef, and 18 clamping 
diodes confine the voltage across the switches within the 
voltage of the capacitors, each leg of the inverter can have 
five possible switching states, 4, 3, 2 , 1 or 0. The NPC can be 
able to minimize the harmonic distorsion of the stator 
current. Further the active switches of the converter are 
operated at low frequency [10]. The five-level NPC inverter 
derived from three-level NPC inverter. 
The representation of the space voltage vectors of a five-level 
inverter for all switching states is given by Figure 3 [11]. 

 
Figure 2.  Schematic diagram of a five-level inverter 

 
Figure 3. Space vector diagram of five-level inverter 

The switching selection block in Figure 1 receives the input 
signals Ccpl, Cflx and N generate the desired control voltage 
vector as given in look-up table shown in Table 1. 

Table 1. Switching Table of five-level inverter 
N 

1 2 3 4 5 6 7 8 9 10 11 12 
Cflx Ccpl 

1 
 

6 14 14 24 24 34 34 44 44 54 54 4 4 
5 15 20 25 30 35 40 45 50 55 60 5 10 
4 18 18 28 28 38 38 48 48 58 58 8 8 
3 13 13 23 23 33 33 43 43 53 53 3 3 
2 9 19 16 26 19 29 36 39 46 49 59 6 
1 12 12 22 22 32 32 42 42 52 52 2 2 
0 0 0 0 0 0 0 0 0 0 0 0 0 
-1 52 52 2 2 12 12 22 22 32 32 42 42 
-2 56 59 6 9 16 19 26 29 36 39 46 49 
-3 53 53 3 3 13 13 23 23 33 33 43 43 
-4 58 58 8 8 18 18 28 28 38 38 48 48 
-5 55 60 5 10 15 20 25 30 35 40 45 50 
-6 54 54 4 4 14 14 24 24 34 34 44 44 

0 

6 17 17 27 27 37 37 47 47 57 57 7 7 
5 17 17 27 27 37 37 47 47 57 57 7 7 
4 17 17 27 27 37 37 47 47 57 57 7 7 
3 11 11 21 21 31 31 41 41 51 51 1 1 
2 11 11 21 21 31 31 41 41 51 51 1 1 
1 11 11 21 21 31 31 41 41 51 51 1 1 
0 0 0 0 0 0 0 0 0 0 0 0 0 
-1 0 0 0 0 0 0 0 0 0 0 0 0 
-2 41 41 51 51 1 1 11 11 21 21 31 31 
-3 47 47 57 57 7 7 17 17 27 27 37 37 
-4 42 42 52 52 2 2 12 12 22 22 32 32 
-5 46 49 56 59 6 9 16 19 26 29 36 39 
-6 43 43 53 53 3 3 13 13 23 23 33 33 

-1 

6 24 24 34 34 44 44 54 54 4 4 14 14 
5 25 30 35 40 45 50 55 60 50 10 15 20 
4 28 28 38 38 48 48 58 58 8 8 18 18 
3 23 23 33 33 43 43 53 53 3 3 13 13 
2 19 26 29 36 39 46 49 56 59 6 9 16 
1 22 22 32 32 42 42 52 52 2 2 12 12 
0 0 0 0 0 0 0 0 0 0 0 0 0 
-1 42 42 52 52 2 2 12 12 22 22 32 32 
-2 46 49 56 59 6 9 16 19 26 29 36 39 
-3 43 43 53 53 3 3 13 13 23 23 43 43 
-4 48 48 58 58 8 8 18 18 28 28 38 38 
-5 45 50 55 60 5 10 15 20 25 30 35 40 
-6 44 44 54 54 4 4 14 14 24 24 34 34 

 

FIVE-LEVEL DTC CONTROL WITH ANN 
In ordre to improve the five-level DTC performance a 
complimentary use of neural network is proposed. ANN is 
part of the family of statistical learning methods inspired by 
biological nervous system and are used to estimate and 
approximate functions that depends only on a large number 
of inputs [12]. 
ANN’s have been proven to be universal approximations of 
non-linear dynamic systems. They are able to emulate any 
complex non-linear dynamic system by using an appropriate 
multilayer neural network. Many applications have been 
reported in power electronics, including fault detection and 
diagnosis in electrical machines, power converter control and 
the high performance control of electrical   drives [13]. The 
general structure of the IM with DTC-ANN using a five-level 
inverter is represented by Figure 4. The Artificial neural 
network replaces the switching table selector block. He uses 
a dense interconnection of computing nodes to approximate 
nonlinear function [14]. 
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Figure 4. Block diagram of DTC-ANN of IM drives 

The structure of the neural network to perform the five-level 
DTC applied to IM satisfactorily was a neural network with 3 
linear input nodes, 64 neurones in the hidden layer, and 3 
neurones in the output layer, as shown in Figure 5. 

 
Figure 5. Neural network structure for five-level DTC 

 

 
Figure 6. Dynamic responses of five-level DTC 

 

SIMULATION RESULTS 
The simulation results of five-level DTC-ANN of IM are 
compared with conventional five-level DTC. The performance 
analysis is done with stator current, stator flux and torque plot.  
The dynamic performance of the five-level DTC for IM is 
shown Figure 6. The dynamic performance of the five-level 
DTC-ANN control is shown Figure 7. 

 

 
Figure 7. Dynamic responses of five-level DTC-ANN 

Figures 6-7 show that the THD value of stator current in the 
five-level DTC-ANN scheme has been reduced significantly. 
Table 2 shows the comparative analysis of THD value of stator 
current.  
 

Table 2. Comparative analysis of THD value of stator current 
Five-level DTC Five-level DTC-ANN 

6.13% 3.97% 
 

The use of ANN has improved the band electromagnetic 
torque are shown in Figure 8.  
From the simulation results presented in Figure 9, it is 
apparent that the stator flux ripple for the five-level DTC-ANN 
is considerably reduced. In other hands, the stator flux was 
restored correctly its reference. 
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a) 

b) 
Figure 8. Zoom in the torque.  

a) Five-level DTC; b) Five-level DTC-ANN 

a) 

b) 
Figure 9. Zoom in the stator flux.  

a) Five-level DTC; b) Five-level DTC-ANN 
CONCLUSIONS  
In this paper, the five-level DTC principle is presented and it is 
shown that with ANN technique for induction machine. The 
simulation results obtained for the five-level DTC with ANN 
illustrate a considerable reduction in torque ripple, stator flux 
ripple and THD value of stator current compared to the 
conventional five-level DTC. 
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Abstract: This work manifests a low-cost three phase digital signal processing (DSP) based energy monitoring with online data 
acquisition (DAQ) system. In this endeavor, multifarious parameters are measured. All these parameters are displayed on the TFT 
LCD of the microcontroller in the real-time domain. Along with the measurement of miscellaneous parameters from the 
microcontroller, these parameters are directed over the internet via Wi-Fi module. On the internet, there is a succinct, vivid and 
pithy data log of these measured parameters which show their respective instantaneous values and accumulates them on the 
internet. This data log interprets energy monitoring over a period of the day, week, month or year. This energy meter can measure 
voltage (RMS), current (RMS), apparent power (S), real power (P), frequency, displacement factor, distortion factor and total 
harmonic distortion (THD) of current and voltage using a STM32F429 microcontroller. 
Keywords: three phase energy monitoring, thin film transistor, digital signal processing, online monitoring, load duration curve 
 
 
INTRODUCTION 
The measurement of electrical energy plays an essential role 
in monitoring the usage of electricity. Electric supply 
companies usually set up an electric meter to measure 
electrical energy. These companies usually collect data at the 
end of the month and deliver the bills to consumers. But still, 
in the modern age, there is a possibility of error in it. There 
might be the possibility of electricity theft. For these possible 
errors, there needs a device that will keep the record of the 
consumer’s usage of electricity, from which a consumer can 
compare his utilization or can improve his electrical energy 
consumption habits. There should be a device that collects 
all the data and store it and whenever consumer want to go 
through it is available. 
In the modern age, almost everything is executed online, the 
energy is also measured online for this purpose. Digital signal 
processing technique is one of the most frequently used 
technique nowadays. Mathematical manipulations are 
usually used in this technique. The measuring algorithms like 
digital filtering and Fourier transform [1] require the very 
frequent use of mathematical operation. Furthermore, daily 
life physical signals can be transformed into digital form 
through an analog to digital converters (A/D). The voltage 
and current signals are transformed to digital form and are 
used for energy measuring purpose. So, there must be an 
asunder A/D for the measurement of voltage and current. 
Moreover, this device is portable, can easily communicate, 
can display results on LCD & the internet and of low-cost. 
Online energy measuring instruments are usually 
characterized by their data processing time. Data processing 
time usually depends on adopted algorithms and processors. 
One of the best things to implement all these applications is 
a microcontroller which has A/D, timers and all the necessary 
things which are required. Due to the presence of a non-

linear load in power system, it affects the power quality of 
system especially power factor by producing harmonics in 
current waveform. So, it is necessary to measure the degree 
of harmonics which causes the distortion of current 
waveform [2]. For this various power, quality monitors 
developed. 
In power system, various parameters play the very important 
role that effects the power quality. For measuring these 
parameters fluke meter is used which measures power factor, 
three phase voltages and current, THD etc. But, it is quite 
expensive on an academic level. In this paper microcontroller 
based energy meter, with online DAQ system is bestowed. 
Other than regular quantities that traditional meters measure, 
it also has an apex importance to measure energy quality 
factors. 
WORK GOALS 
This meter is used to measure three phase voltages, current, 
power factor, real and reactive power, frequency, THD of 
current & voltage, displacement factor and distortion factor. 
All the measured parameters are shown in real time on the 
TFT LCD of the microcontroller along with this all the 
parameters are also sent on the internet, where the graphs 
showing the energy consumption patterns are displayed. 
Using this meter, the status of energy consumption can be 
known worldwide by accessing only the internet. If energy 
consumption in any building exceeds the allowable limit 
then the alarm will ring on the mobile or laptop on which 
energy consumption pattern is monitoring. 
This meter can be installed in homes or in any commercial 
building. Energy consumption of a day, week, month or a year 
can be easily analyzed. This meter is entirely based on digital 
signal processor (DSP) in which signal computations are done 
to achieve work goals. 
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SYSTEM ARCHITECTURE 
This meter is composed of the three-phase voltage sensor, 
current sensor comprising of three CTs having a ratio of 450:5 
Amps and zero crossing detector. Along with this the small 
and valuable circuitry named “signal conditioning circuit” is 
also present, which plays a vital role in signal computations 
in the hardware. This signal conditioning circuit is composed 
of 1-volt D.C shift. The microcontroller used in this meter is 
STM32F429-Disco with TFT LCD. In this energy meter built in 
A/D of the microcontroller is used. Online monitoring uses 
the ESP8266 Wi-Fi module to send data over the internet. All 
energy consumption patterns are seen on the website 
thingspeak.com. 
A. Voltage Sensor 
It consists of three voltage transformers (VTs) and each VT is 
used for one phase. It steps down 230 volts A.C to 13 volts. 
These 13 volts are not the in range of A/D converter which is 
0 to 3.3 volts [3] until these 13 volts are passed through the 
potential divider to get 0.619047 volts across the resistor and 
this voltage is further used to measure voltage. In this sensor, 
such low value of the voltage is used to be measured by the 
microcontroller because if transient occurs in the three-phase 
system then the voltage taken by the microcontroller will not 
exceed 3.3 volts [3]. Figure 1 shows the schematic of the 
voltage sensor's connection. 

 
Figure 1. Schematic of voltage sensor's connection 

B. Current Sensor 
This sensor is composed of three current transformers (CTs). 
It steps down the current at a ratio of 450:5 amps. The burden 
used for this CT is 0.47 ohms. The current is passed through 
the CT and to measure this current, voltage is taken across the 
burden. The CT used in the sensor is shown in figure 2 and 
how this sensor is deployed in the hardware is shown in 
figure 3. 

 
Figure 2. Current transformer (CT) 

 
Figure 3. Schematic of current sensor's connection 

C. Zero Crossing Detector 
System frequency is measured by using zero crossing 
detector. In this circuit, 230 volts AC is stepped down to 13 
volts and after passing through the potential divider it is sent 
to zero-crossing IC LM358 which gives digital logic on the 
output, working as a comparator. When the sinusoidal 
waveform falls below the zero axis it gives high logic and 
when sinusoidal waveform goes above zero axis then afore-
said IC gives low logic and this output is given to the micro-
controller and the frequency is measured using the timer 
interrupt. The output waveform of zero-crossing is shown in 
fig 5. 

 
Figure 4. Output of zero crossing detector 

 
Figure 5. Schematic of ESP8266 Wi-Fi module 

D. Wi-Fi Module 
The critical part is the design of the data log system for the 
acquisition of AC parameters. Although the understandable 
GUI on the TFT LCD of STM32F429 is developed for the 
instant monitoring purpose of electrical power being used. 
But this data log will enable to draw a load duration curve on 
the daily, monthly, weekly or annual basis. For this, IOT 
Module ESP8266 is used, it is a Wi-Fi operated the device. It 
accepts commands to work. There are some sites that give 
free space to view data sent by ESP8266 to the Internet. To 
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make ESP8266 work properly with a microcontroller, it is very 
necessary to match their baud rates. The module is 
configured in station mode and has nearby Wi-Fi access to 
facilitate data transmission and reception. Figure 5 shows the 
circuit diagram of ESP8266 Wi-Fi module. 
E. Signal Conditioning Current 
This is the smallest but very important part of the meter. This 
meter works on the STM32F429IZ-Disco microcontroller 
while the A/D of this microcontroller is unipolar but our 
signals are bipolar. The microcontroller is unable to read 
these bipolar signals. For this purpose, signal conditioning 
circuit is designed to adapt the signal which gives DC offset 
to the voltage and current signal so that these signals are 
centered across 1 volt. The voltage and current signals are 
passed through signal conditioning circuit [4] to give them a 
shift of 1 volt to make all signals within the range of A/D 
which is 0 to 3.3 volts [3]. All these shifted signals are then 
sent to the microcontroller for further progress. 

 
Figure 6. Voltage sensor's hardware PCB 

SOFTWARE IMPLEMENTATION 
The below list shows some of the major techniques of 
software implementations. 
A. External Memory (SDRAM) 
Define To store all the data external SDRAM of 64-Mbit is 
used. Which consists of 4-banks of 16 Mbit each. The bank 
consists of 4096 rows with 256 columns and 16 bits. This 
external SDRAM has different modes of operation comprising 
of auto-refresh, power-saving and power-down. In this, the 
values are captured on the positive edge of the clock signal. 
The DMA controller has direct access to memory and can 
trigger transactions such as peripheral to memory, memory 
to peripheral and memory to memory. 
In this energy meter, six independent channels of the ADC-3 
are used for power system and is attached with APB-2. The 
default frequency of ADC-3 is 90 MHz but the prescalar is 
accordingly set in such a way that frequency of the ADC-3 
becomes 45 MHz, which is the sampling frequency of ADC. In 
this, samples are taken at the timer interrupt and the 
frequency of this timer interrupt is 25.6 kHz. Therefore, in the 
end, the sampling frequency of this energy meter becomes 
25.6 kHz in which 512 samples are taken in one cycle for 
signal computation. 
All these samples are stored in the internal buffer and when 
the internal buffer is near to its full capacity all this data is 

immediately transferred to address in the external memory 
through DMA. Samples are taken without any loss and the 
better accuracy is obtained by using this technique. When 
the DMA is in the mode of data transfer, reading or writing, 
microcontroller performs other calculations. 
B. System’s Algorithm 
In this ADC is configured in an independent mode with five-
cycles and two sampling delay. For the acquisition of 
samples, a timer interrupt of 25.6 KHz is introduced which 
collects 512 samples in a 50Hz AC cycle. Samples are stored 
in the memory space using direct memory access (DMA) to 
avoid data loss. After the collection of 512 samples, RMS of 
the signal is calculated using given formula and this signal is 
the shifted signal obtained after the addition of 1-volt DC 
shift. The flowchart showing all the steps of software 
implementations is shown in figure 7. 

 
Figure 7. Flow chart of software implementation 

Vrms,shifted a.c = �∑ (Xi)2n
i=1
n

   (1) 

Irms,shifted a.c = �∑ (Xi)2n
i=1
n

  (2) 

n = number of samples   Xi= Instant sample 
The number of samples is calculated by using the given 
formula as described below: 

Number of samples =  Timer frequency
A.C signal frequency

 

Number of samples =  25.6 KHz
50 Hz

 = 512 samples 
In this case, n = 512 samples. 
The average value of the shifted signal having DC shift of 1-
volt is calculated by using following formula: 

Vmean,shifted signal = 
∑ (Xi)n
i=1
n

        (3) 

Imean,shifted signal = 
∑ (Xi)n
i=1
n

       (4) 
n = number of samples         Xi= Instant sample 

The RMS value of AC signal excluding the DC shift is 
calculated as: 

AC2 =  RMS2 −  DC2      (5) 
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AC = √RMS2 − DC2     (6) 

Vrms,ac =  �Vrms,shifted ac
2 −  Vmean,shifted ac

2            (7) 

Irms,ac =  �Irms,shifted ac
2 −  Imean,shifted ac

2           (8) 

For the calculation of apparent power, following formula is 
used 

S = Vrms ∗ Irms                        (9) 
Since load can be unbalanced on all three phases, so 
apparent power of each phase must be calculated separately. 
Total apparent power will be the sum of apparent power of 
all three phases such as 

Stotal = Sa + Sb + Sc            (10) 
Similarly, the real power is also calculated for each phase. The 
real power is average utilized power over a complete cycle as 

P = ∑ (Vi∗Ii)N
i=1

N
                       (11) 

The input displacement factor (IDF) is: 
IDF = P

S
 = Real Power

Apparent Power
 

While the true power factor becomes: 
PF = Input Displacement factor ∗ Distortion Factor 

The distortion in the signal is calculated using Fast Fourier 
Transform (FFT) technique [5]. With the help of FFT, different 
frequency components are calculated using the radix-2 
algorithm. Radix-2 is the fast process for the calculation of FFT. 
In this method samples are divided into two parts of equal 
number of samples then these resulting samples are present 
in two parts and each part consists of the same number of 
samples as the other part then each part is further divided 
into equal number of samples and this process goes on until 
we get each part which has 2 samples then FFT of such 
number of samples is trivial and can easily be calculated. For 
example, when we have eight number of samples then it is 
divided into two FFT’s of size 4 and then this is divided into 
four FFT’s of size 2 and then it is easy to find the FFT’s of size 
two through the radix-2 mechanism. This mechanism for 
eight number of samples is also shown below in figure 9. 

 
Figure 8. Radix-2 mechanism of FFT 

For the calculation of THD factor first, thirteen frequency 
components are taken. Distortion factor and total harmonic 
distortion are calculated for each phase using the formula: 

THDF =  �V22+ V32+ V42+⋯+ Vn2

V12
    (12) 

THDF =  �I22+ I32+ I42+⋯+ In2

I12
  (13) 

Dist. fact. in Va  = V1
Vrms

               (14) 

where 𝑉𝑉1 is the first harmonic component in the signal. The 
power factor for each phase is calculated separately. For the 
sake of better Information, the average power factor is 
calculated. 
The calculated data is then sent to a website for monitoring 
and plotting of load duration curve. For this purpose, 
ESP8266 Wi-Fi module is used. It is configured in station 
mode and connected to local Wi-Fi. The data is sent to 
thingspeak.com using internet protocol. USART (Universal 
Synchronous/Asynchronous Receiver Transmitter) is 
configured to send AT commands to Wi-Fi module at the 
baud rate of 115200 bits/second. Along with uploading of 
data, all measurements are also displayed on a built-in TFT 
LCD of the microcontroller. 
RESULTS AND DISCUSSIONS 
This meter is attached with three phase variable supply of 0-
300V (10A each phase) and the results are compared with the 
Yokogawa meter, 2013 model. Figure 9 shows the voltage 
measurements. 

 
Figure 9. Voltage reading on microcontroller 

The graph of voltage reading is shown in figure 10. 

 
Figure 10. Voltage comparison between microcontroller and 

meter reading 
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For the measurement of the current non-linear load is 
connected and the results are compared with the Yokogawa 
current meter. Figure 11 shows the results of current 
measurement. 

 
Figure 11. Current Measurement on microcontroller 

The graph of current reading is shown in figure 12. 

 
Figure 12. Current comparison between microcontroller and 

meter reading 
Percentage error calculated from these measurements are 
shown below in figure 13. 

 
Figure 13. Percentage error of voltage and current readings 

In this work, the square waveform is given to the meter with 
D.C shift of 1 volt. Fourier analysis is performed on the square 
waveform and Fourier coefficients are calculated from the 
radix-2 mechanism. These Fourier coefficients are compared 
with theoretical Fourier coefficients calculated as shown 
below: 

V0(t) =  a0 + �[an cos(nωst) + bn sin(nωst)]
∞

n=0

 

V0(t) =  � [bn sin(nωst)]
∞

n=1,3,5,..

 

while          ω =  2π
Ts

 

bn =   
2
Ts
� V0(t) sin(nωst)
Ts

0
. dt 

V0(t) =   ∑ [ 4Vs
nπ

 sin(nωst)] + a0∞
n=1,3,5,…  (15) 

RMS value of fundamental voltage: 

Vn =  
4Vs

√2 n π
 

V1 =  
4(1)

√2 (1) π
= 0.9003163162 

Harmonics: 

V3 =  
4(1)

√2 (3) π
= 0.0.3001054387 

V5 =  
4(1)

√2 (5) π
= 0.1800622632 

V7 =  
4(1)

√2 (7) π
= 0.1286166166 

V9 =  
4(1)

√2 (9) π
= 0.1000351462 

The microcontroller results are shown in figure 14 while the 
theoretical computations are shows in figure 15. 

 
Figure 14. Harmonics calculations of square waveform  

on the microcontroller 
The theoretical results which calculated from the analysis of 
square waveform are: 

 
Figure 15. Harmonics of square waveform calculated 

theoretically 
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The results which get from the microcontroller are compared 
with theoretical results as shown in figure 16. 

 
Figure 16. Comparison of harmonics calculation between 

microcontroller and theoretical results 
All data is sent to the internet using Wi-Fi module and how to 
display data over the Internet is displayed. Figure 17 shows the 
comprehensive graphical user interface for online monitoring. 

 
Figure 17. GUI for online energy monitoring 

CONCLUSION 
The development of low-cost DSP based energy monitoring 
with online data acquisition and its implementation is 
described in detail. This meter is scrutinized on artificial 
disturbances and tests are performed on the single and 
three-phase power system in real time. Therefore, it is 
culminating for real time monitoring. This is fast, robust, and 
efficient and gives meticulous results and all the signal 
computations are totally based on digital signal processing 
by using STM32F429-disco microcontroller. 

This data acquisition will also be very constructive for future 
researchers and can easily be installed anywhere. It is 
extremely low-cost, portable and very easy to handle. 
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DISTRIBUTED GENERATION PLACEMENT IN DISTRIBUTION NETWORK 
USING SELECTIVE PARTICLE SWARM OPTIMIZATION 
 
1-2. Department of Electrical Engineering, I.K. Gujral Punjab Technical University, Punjab, INDIA 
 
Abstract: The lack of synchronization of power supply and demand in distribution network leads to poor voltage profile on lines 
and increase of real power loss. The integration of Distribution Generation (DG) unit in these networks offers consistent supply of 
electrical power which accordingly recovers system voltage profile and consequently reduces real power losses. Placement of DG 
units at optimized location with optimal DG rating participate a vital role in distribution network to synchronize power supply and 
demand. This study demonstrates the identification of optimized DG placement and optimal DG rating through optimization 
techniques which were accomplished in MATLAB’13. In minimization of multi-objective function, the technical hitches were 
resolved using weight factor within the operating limits of network. Three techniques were accomplished on IEEE 33-bus and IEEE 
69-bus standard distribution networks. Among these implemented techniques, Selective Particle Swarm Optimization (SPSO) has 
given the best result thereby minimizing the real power loss up to 48.09% for standard IEEE 33-bus system and 63.02% for IEEE 69-
bus system. 
Keywords: voltage profile, real power loss, distributed generation (DG), SPSO, distribution network 
 
 

 
INTRODUCTION  
In most of the developing countries, the centralized placed 
power plants supply to a multifaceted interconnected 
transmission and distribution networks. These networks are 
to transfer the power over long or short distances with an 
efficient manner at customer end [1]. In recent times a 
revolution of deregulation and restructured environment in 
centralized power system has confronted a challenge for 
power generating units to work independently and to meet 
the increasing power demand. This becomes a favorable 
opening to the dispersed generations such as distributed 
generators (DG) to present sufficient and dependable power 
release. Modernization of power system is enhancing the 
access of generated electricity & storage of power at 
distribution end. For consistent supply of power, placement 
of DG and demand organization is vital features as in [2]. For 
management of ever increasing challenge the most 
important deciding factor is the penetration level of DG units 
[3]. Several researchers have presented and examined the DG 
placement and DG rating problems by applying different 
optimization techniques. The instant variation in demand and 
probably higher demand and less supply leads to worsening 
of voltage profile or black outs in electric system networks. In 
year 1997, S/Se Brazil felt a major blackout due to voltage 
instability in power distribution network [4]. Hence, DG 
placement and DG rating in distribution network needs the 
must consideration of voltage profile constraints. Real power 
losses have major impact on the power quality, power 
transfer expenses and profits of electric companies. To 
improve power quality and reduce technical or non-technical 
losses, placement of DG units in distribution network has 
been approached as an attractive power source [5]. An 
optimization technique of Optimal Coordinated Voltage 

Control (OCVC) has been implemented to investigate multi-
objective problem to lessen voltage inaccuracies at DGs and 
pilot buses and reactive power deviations [6]. For improving 
voltage stability in distribution network, a multi objective 
performance index (MOPI) under several operating limits 
through Chaotic Artificial Bee Colony (CABC) has been 
introduced in [7]. For voltage profile increment and reduction 
of power losses through DG placement, Basu et.al has applied 
other methods such as fuzzy approach and Harmonic Search 
Algorithm (HSA) [8]. A simple fast load flow method has been 
applied for achievement of real power losses and voltage 
profile as in [9]. Here, with the installation of DG units of range 
of sizes at different site has been performed with backward 
forward sweep algorithm (BFSA). A researcher revealed a 
technique to offer solution through selection of candidate 
buses for DG location and rating. In this technique, 
prioritization of those candidate buses was done which were 
susceptible to voltage level and consequently, voltage 
stability margin were enhanced [10]. Placement of DG units 
on priority basis for power compensation in power deficiency 
period has been handled by continuous load flow and nodal 
analysis techniques [11]. Analysis of system performance on 
the basis of power reliability has been done with network 
reconfiguration in the continuation of DG units. Optimal DG 
placement has been identified with sensitivity analysis as in 
[12].  
PROBLEM FORMULATION 
  Power Loss Reduction Index   
To lessen the power loss in distribution network system, 
power loss reduction index (PLRI), has been introduced and 
utilized to investigate the minimization of power loss in 
distribution network. The representation of PLRI is as below: 
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PLRI =  PL (WDG)
PL (WODG)

                                 (1) 

where, PL (WDG) is loss of power while placing DG and PL 
(WODG) is loss of power when no DG in network. 
  Voltage Profile Improvement Index  
Voltage Profile is a primary feature of consideration while 
analyzing about power quality and power transfer in power 
distribution system. Voltage collapse sensitive buses are 
observed and DG is selected arbitrarily. Voltage profile 
improvement index (VPII) is another index to observe system 
voltage for continuity of power supply. VPII is represented as 
below: 

VPII =  VP (WDG)
VP (WODG)

                                (2) 

Where, VP (WDG) & VP (WODG) are voltage profile with DG 
and without DG respectively. 
  Objective Function for DG Integration   
For integration of DG unit in power distribution system, 
several objective functions have been utilized by researchers 
to recover power quality of network. Here, grouping of two 
independent indexes i.e PLRI and VPII to minimize the multi-
objective function defined below: 

F = minimization(w1 × f1 + w2 × f2)            (3) 
The function f1 = PLRI and function f2= 1/VPII,  
To simplify the calculation and to decide the importance of 
primary parameter in multi-objective function, weights w1 

and w2 are used. Here the weights have a sum in range of 0-
1, and equal weight of 0.5 has been taken. Thus the objective 
function ‘F’ has been formed to achieve the optimal solution. 
The optimal DG rating and DG placement at optimal location 
has been obtained only on that candidate bus, where overall 
distribution network power loss is less. 
OPTIMIZATION TECHNIQUES   
  Repeated Load Flow  
For repeated load flow (RLF) a standard procedure has been 
followed for integration of optimum DG rating in distribution 
system [13]. Load flow analysis has been done iteratively 
using forward backward method until optimum results has 
come out. First of all DG ratings has been defined and load 
flow for each candidate bus was made to flow. For the 
defined DG ratings, a power loss for every participating bus 
has been reported. The bus location having minimum power 
loss was the optimum DG placement and the equivalent DG 
rating size was the optimum size. 
 Particle Swarm Optimization (PSO) 
A stochastic search evolution computational procedure is 
again a popular population based and named Particle Swarm 
Optimization (PSO). Kennedy and Eberhart developed this 
technique by critically analyzing the activities of group of 
fishes and flock of birds. In PSO algorithm, a number of 
particles in population presents in search space having n-
dimensions and shift from their location as per information 
w.r.t time. On the basis of this enough information, particle 
modifies its direction and shift on the way to best position 
called pbest. The overall best position based on shift of 
neighboring particles is called as gbest. The updating of 

position by particle is according to best position faced by 
them and their neighbors [14].  
In n-dimensional search space, the particle position as:    

𝑍𝑍𝑚𝑚 = (𝑧𝑧𝑚𝑚1, 𝑧𝑧𝑚𝑚2, …….., 𝑧𝑧𝑚𝑚𝑛𝑛)                      (4) 
Based on it, the current position of particle as:     

𝑆𝑆𝑘𝑘𝑖𝑖𝐷𝐷+1 =  (𝑆𝑆𝑘𝑘𝑖𝑖𝐷𝐷 )+ (𝑆𝑆𝑘𝑘𝑖𝑖𝐷𝐷+1)                        (5) 
𝑖𝑖 = 1,2,…,𝑛𝑛   and 𝐷𝐷 = 1,2,…….,𝑚𝑚 
where, 𝑆𝑆𝑘𝑘 is the present particle position and (𝑆𝑆𝑘𝑘+1) the new 
position. The particle velocity in n-dimensional search space 
is:        

𝑉𝑉𝑚𝑚 = (𝑣𝑣𝑚𝑚1, 𝑣𝑣𝑚𝑚2, …….., 𝑣𝑣𝑚𝑚𝑛𝑛)                     (6) 
The updated velocity of particle is shown below:  

𝑣𝑣𝑘𝑘𝑖𝑖𝐷𝐷+1= 𝑤𝑤𝑖𝑖 × 𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘 + 𝑐𝑐1× 𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑 × (𝑝𝑝𝑏𝑏𝑒𝑒𝑠𝑠𝑡𝑡𝑖𝑖𝐷𝐷−𝑆𝑆𝑘𝑘𝑖𝑖𝐷𝐷) 
+𝑐𝑐2×𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑 × (𝑔𝑔𝑏𝑏𝑒𝑒𝑠𝑠𝑡𝑡𝑖𝑖𝐷𝐷−𝑆𝑆𝑘𝑘𝑖𝑖𝐷𝐷)                    (7) 

where 𝑣𝑣𝑘𝑘+1 = updated velocity, 𝑣𝑣𝑘𝑘 = present velocity, pbest  
=  individual best velocity, gbest  =  overall best velocity, n = 
particles number in a population, m = participants number in 
a particle, rand = random values generated, 𝑐𝑐 = acceleration 
coefficient of particle, 𝑤𝑤𝑖𝑖 = inertia weight for each particle  
The inertia weight is given by the equation: 

w =
w(max)− w(min)

k(max)
 × k 

where, 𝑤𝑤𝑚𝑚𝑎𝑎𝑥𝑥 = maximum inertia weights, 𝑤𝑤𝑚𝑚𝑖𝑖𝑛𝑛 = minimum 
inertia weights, k = current inertia weight, 𝑘𝑘𝑚𝑚𝑎𝑎  = Iterations 
count (max) 

 
Figure 1. PSO Algorithm 

The range random lies between 1 & 2 and suitable value for 1 
and 𝑐𝑐2 is 2. The selection of 𝑤𝑤𝑚𝑚𝑎𝑎𝑥𝑥 and 𝑤𝑤𝑚𝑚𝑖𝑖𝑛𝑛 values is by hit 
and trial method [15]. Figure 1 depicts the flow chart for 
optimal placement of DG and DG rating size in distribution 
system through PSO. DG rating or size has been limited (0, 4) 
when PSO techniques was applied in MATLAB. The DG values 
were selected as particles to be optimized to minimize the 
value of objective function. 
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Figure 2. SPSO Algorithm 

 Selective Particle Swarm Optimization (SPSO) 
In recent years, the improved versions of PSO technique have 
been proposed and used by researchers with objectives to 
increase usage of this technique with fast convergence speed 
and better optimal solutions. An advanced version of PSO is 
binary PSO (BPSO) through modulating search space to be 
binary. This technique has been developed by Kennedy and 
Eberhart and is a discrete version of PSO [16]. Again the 
advanced version of BPSO is SPSO, proposed by Khalil and 
Gorpinich [17], where solution quality is improved by 
adopting sigmoid transformation of velocity function for 
selection of search space. In SPSO technique, for search space 
a set of DN positions is 𝑆𝑆𝐷𝐷= [𝑆𝑆𝐷𝐷1, 𝑆𝑆𝐷𝐷2,……, 𝑆𝑆𝐷𝐷𝑁𝑁]  for each D 
dimension, where DN are the selected positions in dimension 
D. 

(𝑣𝑣 𝑖𝑖𝐷𝐷𝑘𝑘+1)=𝐷𝐷𝑁𝑁 11+exp(−𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1)              (9) 
𝑥𝑥𝑖𝑖𝐷𝐷𝑘𝑘+1=  { 𝑆𝑆𝐷𝐷1 𝑖𝑖𝑓𝑓 𝑠𝑠𝑖𝑖𝑔𝑔(𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1) <1 

𝑆𝑆𝐷𝐷2 𝑖𝑖𝑓𝑓 (𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1) <2         . 
𝑆𝑆𝐷𝐷𝑁𝑁 𝑖𝑖𝑓𝑓 (𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1) <𝑁𝑁}                              (10) 

where, 𝑆𝑆𝐷𝐷1, 𝑆𝑆𝐷𝐷2,…..,𝐷𝐷𝑁𝑁 are the selected values for each 
particle in dimension D.  
Velocity constraints [𝑉𝑉𝑚𝑚𝑖𝑖𝑛𝑛, 𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥] can be calculated using 
the following equation: 

𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1=  {𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥,𝑖𝑖𝑓𝑓 𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1>𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥 
𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1, |𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1|≤𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥 

𝑉𝑉𝑚𝑚𝑖𝑖𝑛𝑛,𝑖𝑖𝐷𝐷𝑘𝑘+1<𝑉𝑉𝑚𝑚𝑖𝑖𝑛𝑛  … (11) 
𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1=  {𝑟𝑟𝑎𝑎𝑛𝑛𝑑𝑑×𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1, 𝑖𝑖𝑓𝑓 |𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1|=|𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘| 

𝑣𝑣𝑖𝑖𝐷𝐷𝑘𝑘+1       𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑤𝑤𝑖𝑖𝑠𝑠𝑒𝑒 
The invariability of ith particle velocity value in a D-dimension 
at the minimum or maximum values can be ignored using 
the equation given below and push the particles going 
through the selected space. 
To find out the solution for optimal DG placement and DG 
rating or size there would be key steps distribution system: 

1. Indicate the number of dimensions  
2. Identification of search space for all dimensions  
3. To select an optimal solution from the search spaces 

by implementing SPSO  
The buses of the network represent the search space of a 
specific dimension. For standard IEEE systems the candidate 
buses represents search space for a system dimension. The 
random selection of the DG size is for a particular bus of one 
dimension at a time. The SPSO after identification of search 
space of each dimension employs an optimal solution for 
enhancement of power quality. 
RESULTS AND DISCUSSIONS 
The optimization techniques implemented for this study has 
been largely analyzed on standard radial networks consist of 
IEEE 33 & IEEE 69 bus systems. Both the test systems have 
been gone through load flow, optimal DG placement and DG 
rating have been identified using above proposed 
optimization techniques with simultaneously minimizing the 
objective function. How the simultaneous optimal placement 
of DG and optimal DG rating improve the power quality in 
terms of loss reduction and enhanced voltage profile have 
been compared and discussed in both test systems. 
 IEEE -33 Test System  
To minimize the objective function in IEEE 33 test system, the 
two main parameters of concern i.e reduction of power loss 
and improved voltage profile have been analyzed. For the 
system base voltage taken was 12.6 KV, the power losses (real 
& reactive) before DG placement has been found 210 KW and 
143.0 KVAr respectively.  

Table 1: Outcome after DG Integration 
IEEE 33- Bus System RLF PSO SPSO 

Real Power Loss (KW) 111.02 111.07 109 
Minimum Voltage  

Profile 
0.94251 
Bus 18 

0.94324 
Bus 18 

0.94900 
Bus 18 

Optimum DG Rating 
(MW) &Placement 

2.6 Bus 
6 

2.6509 
Bus 6 

2.5173 
Bus 6 

 

The total apparent power loss was 254.065 for the base case. 
The minimum voltage profile was at bus-18 which was 
0.90377 before DG placement in distribution network. With 
the implementation of these techniques bus having 
minimum real power loss has been identified. In 
correspondence of that, optimal DG rating, power loss and 
voltage profile were calculated. The outcome after DG 
integration is displayed in table 1 and voltage profile & 
power loss against these techniques is shown in figure 3 & 4 
respectively. Indexes VPII and PLRI were also computed 
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which shows the impact of DG location by optimization 
with these techniques. 

 
Figure 3. Voltage Profile Improvement 

 
Figure 4. Power Loss Reduction 

Figure 5 and Figure 6 illustrates about VPII and PLRI with DG 
installation for RLF, PSO, and SPSO. After optimizing the 
indexes, the table-2 demonstrates the values of objective 
function “F”, 𝑓𝑓1, & 𝑓𝑓 and function is minimized up to 0.5. The 
comparison of results of techniques revealed that PSO has 
better findings than RLF, but overall SPSO has given best 
results. 

Table 2.  Minimization of Objective Function 
Objective Function RLF PSO SPSO 

f 1 1.0 1.0 1.0 
f 2 0.31026 0.30584 0 
F 0.65513 0.65292 0.5 

 
Figure 5. Comparison of VPII 

 
Figure 6. Comparison of PLRI 

 IEEE-69 Test Systems 
These optimization techniques have been implemented on 
IEEE-69 radial distribution network for minimization of 
objective function. The base case voltage value has been 
taken as 12.66 KV, apparent power loss of 247.36 KVA with the 
real and reactive power losses of 225 KW and 102.53 KVAr 
respectively before DG integration. The poor voltage profile 
was 0.90942 at bus-65 before DG integration in distribution 
network.  
Table-3 presents the results after DG integration in 69- bus 
distribution networks. Results present that minimum power 
loss is 83.02 KW by integrating 1.857 MW DG at bus number 
61. Simultaneously voltage profile of 0.968 has also been 
improved while using SPSO, better than other cases. Figure 7 
and figure 8 shows the comparison of voltage profile and 
power loss for all implemented techniques. 

Table 3.  Outcome after DG Integration 
69- Radial Bus System RLF PSO SPSO 
Real Power Loss (KW) 84.065 84.117 83.20 

Minimum Voltage 
Profile 

0.96259 
Bus 27 

0.96253 
Bus 27 

0.968 
Bus 27 

Optimum DG Rating 
(MW) & Placement 

1.8 Bus 
61 

1.79 
Bus 61 

1.857 
Bus 61 

 

The determination of VPII and PLRI were also done for all 
approaches which presents change in voltage profile and 
power losses. Figure 9 and Figure 10 shows VPII & PLRI for RLF, 
PSO, and SPSO techniques with DG placement. The multi-
objective function has been minimized by using these three 
approaches. Table-4 displays the values for objective function 
F’ for different cases and maximum minimization is up to 
0.50021 with SPSO. 

 
Figure 7. Comparing Voltage Profile 
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Figure 8. Comparing Power Loss 

Table 4.  Objective Function for IEEE 69-Test System 
Objective Function 

Value RLF PSO SPSO 

f 1 1 1 1 
f 2 0.27212 0.27201 0 
F 0.63606 0.636 0.50021 

 
Figure 9. VPII for RLF, PSO and SPSO 

 
Figure 10. PLRI for RLF, PSO and SPSO 

CONCLUSIONS 
In this study, minimization of multi-objective function for two 
networks has been done which further calculates VPII and 
PLRI indexes for better voltage profile and less power loss. For 
33-bus network the reduction in real power loss was 
observed to be 47.13% for RLF, 47.10% for PSO and 48.09% in 
case of SPSO. On the other side for 69-bus system, 62.637 %, 
62.614% and 63.02% of power loss has been reduced by RLF, 

PSO and SPSO respectively.  Voltage profile has been 
improved while placing DG unit. Study concludes that SPSO 
technique has given best results in both test systems.  
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FIRE DETECTION IN TuSim BY FibroLaser 
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Abstract: Road tunnels are important part of traffic infrastructure not only for shortening the paths in mountainous regions or in 
towns but also they increase economical effectiveness. Occurrence of traffic accidents in the tunnel is less common, but 
consequences can be more serious. The contribution shows the simulation of fire in a road tunnel through programmable logic 
controller (PLC) based simulator. Fire detection in the tunnel model is realized by FibroLaser. Influence of the pressure difference 
for various fire scenarios, types of vehicle on the air speed, etc. is counted by evaluation of the average temperature in the fire 
section. 
Keywords: Simulation, application programming interface, programmable logic devices, fire, FibroLaser 
 
 
INTRODUCTION 
Road tunnels are important part of traffic infrastructure not 
only for shortening the paths in mountainous regions or in 
towns but also they increase economical effectiveness. 
Occurrence of traffic accidents in the tunnel is less common, 
but consequences can be more serious. A lot of technological 
equipment is necessary to provide the tunnel system safe in 
any circumstances. There are not many chances to simulate 
malfunctions of selected components in real 24-hour 
operation to see all consequences. Therefore, Tunnel 
simulator (TuSim) has been developed to simulate the 
technological equipment of the tunnel. Models can be used 
to simulate expected process behaviour with a proposed 
control system. 
TuSim 
TuSIM is PLC based system running on the B&R Automation 
industrial PC (PLC) with uninterruptible power supply (UPS) 
unit. TuSIM hardware is displayed on Figure1 from top to 
bottom: Masterview Liquid-crystal-display (LCD) switch, 
Bernecker and Rainer (B&R) industrial PC on the bottom right 
part of the figure, visualization server and UPS unit on the 
bottom left part of the figure.       

 
Figure 1. TuSim Hardware 

All devices of the tunnel technological equipment are 
simulated by the software inside the PLC [1]. Equipment of 
three tunnels is implemented: City tunnel, Motorway 2 tubes 
and Motorway 1 tube tunnel. TuSim supports in addition to 
the simulation of the technological equipment also the 
control of the traffic sequences. Each tunnel tube can operate 
in following traffic sequences: tunnel tube open, left lane 
closed, right lane closed, speed limit 60 km/h, adaptation 
lighting failure, tunnel tube closed. Switching from one 
sequence to another follows the time requirements which 
allow all vehicles to adapt to the new conditions. TuSim 
supports several simulated responses of the control system to 
unexpected events in the tunnel like complete or partial 
power failure, fire, traffic alarm or pre-alarm, lighting 
malfunction, SOS button activation, physical measurements 
alarm or pre-alarm [1]. We implemented models important 
for simulation of unexpected events analysis into the current 
version of the software. Whole source code concept from the 
PLC software to the visualization screens is open for 
enhancements so models important for the basic 
functionality e.g. traffic model, evacuation model have been 
already implemented. There are many graphical screens to 
visualize the state of each subsystem of the technological 
equipment – at least one for each subsystem. Handling of the 
screens and separate connections to the simulator is realized 
by visualization server and two client PCs with human-
machine interface (HMI)/ (SCADA) CIMPLICITY software, 
which uses client/server architecture. Server is responsible for 
collection and distribution of the data from the PLC; clients 
allow interacting with the data distributed by the server and 
perform control actions. 
SIMULATION OF FIRE 
 Fire curves 
Development of vehicle tunnel fires depends on number of 
factors: interior material, vehicle cargo, size and location of 
the fire and ventilation. The time behaviour of fire consists of 
incipient phase, growth phase, fully developed phase and 
decay phase [2]. 
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First two phases are most important for simulation of fire 
detection by technological devices, second and third phases 
are important for evacuation simulation. Decay phase can be 
ignored in our case. Fire growth curve can be mathematically 
counted by linear growth, quadratic growth, or exponential 
growth [2]. Most common is quadratic growth and 
exponential decay, so we have selected them for the 
simulation. 

Q(t) = α ⋅ t2 for 0 < t < tmax 
Q(t) = Qmax for tmax <  t < tdecay 

Q(t)  =  Qmax ⋅ e−b⋅(t−tdecay) for t > tdecay 
Figure 2 shows the growth of fire, where ultrafast rate is 
defined like α = 0.1876 kW/s2, fast is α = 0.0469 kW/s2 
medium is α = 0.01172 kW/s2 , and slow rate is α = 0.00293 
kW/s2 [2]. 

 
Figure 2. Quadratic fire growth [2] 

Our simulations work with following fire scenarios from which 
everyone has specified Heat Release Rates (HRR) of the fire [3]: 
Car 5 MW, Van 10 MW, Bus 20 MW, Truck 50MW [3]. Figure 3 
shows generated fire curves used for our simulation. 

 
Figure 3. HRR curves for selected scenarios 

 Air temperatures  
TuSim models have been also enhanced for estimation of the 
safety of people in the tunnels. High temperature and smoke 
in the tunnel are dangerous for the people because they can 
block evacuation doors. Following equations have been used 
for estimation of the air temperature in the place of fire [4][6]: 

Tf = T0 +
0.7Q

vρAcp
 

where: T0 - initial temperature in the tunnel [K], v - air speed in 
the tunnel [m/s], ⍴ - air density [kg/m3 ], cp - air thermal 
capacity [kJ/kgK], A – tunnel sectional area [m2 ], Q – heat 
release rate [W]. 
The HRR of the fire is reduced, since not all heat from the fire 
is consumed for heating the air, part is also radiated into the 
wall. Model of the heating is one dimensional, so the value of 
the temperature obtained from the equation is an average 
temperature of the temperature cut. Detailed comparison of 
the temperatures from the model with three dimensional 
models can be found in [6]. Comparison shows that best 
results (1% accuracy) are obtained when airspeed is higher or 
equal to the critical speed. Critical speed of the air during the 
fire determines the state when back-layering of the smoke 
occurs. Figure 4 shows how the smoke diffuses depending on 
the airspeed. Figure 4a) and 4b) the airspeed is lower than 
critical speed and in the tunnel occurs back-layering of 
smoke. Fig 4c) the airspeed is higher than critical speed and 
in the tunnel does not occur back-layering of smoke. 

a) 

b) 

c) 
Figure 4. Spreading of smoke depending on the airspeed [7] 

Several equations are available for calculation of the critical 
speed. We have compared calculation according to Kennedy 
and analytical calculation, which is preferred for our purpose 
[5]: 
�Frm⋅ ⋅ A ⋅ cp⋅T ⋅ ρ � ⋅ vc3 + (Frm⋅ ⋅ Q)vc2 − g ⋅ H ⋅ Q = 0  

Frm = 4.5 ⋅ �1 + 0.0374|min(grade, 0)|0.8 �
−3

 

where: Frm - Froude number, vc - critical speed in the tunnel 
[m/s], ⍴ - air density [kg/m3], cp - air thermal capacity [kJ/kgK], 
g – gravitational acceleration [m/s2], A – tunnel sectional area 
[m2], H – height of the tunnel [m], grade – gradient of the 
tunnel [%], Q – heat release rate [W]. 
Figure 5 shows the both mentioned calculations of the critical 
speed and HRR for model of the tunnel in the TuSim. 
FIRE DETECTION  
With growing volume of trade and increasing transit cargo 
transport, the road traffic is taking up a larger part of it in 
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comparison with rail transport, which has unavoidable 
negative influence on environment, road traffic density and 
quality of life - particularly in urban areas. If we want to 
provide protection to the citizens and create suitable 
conditions for survival in extraordinary situations, it is 
necessary to know the risks of transporting dangerous goods. 
The current situation requires creating an electronic system 
for monitoring of dangerous cargo replacing the insufficient 
system of today. This system would contribute to increasing 
security not only of participants of road traffic but also of 
citizens living in proximity of road communications where 
dangerous cargo is transported and also protection of the 
environment.    

 
Figure 5. Critical speed vs HRR 

 Air speed during the fire  
Air speed in the tunnel during the unexpected event is not 
constant. In case of the tunnel with single directional traffic is 
air speed at the beginning influenced with “piston effect” – 
cars move the air in the direction of the traffic. In case of 
bidirectional traffic is this effect not so significant, it depends 
on the difference of traffic intensities at each portal of the 
tunnel. At the moment of the traffic stop, air speed decreases 
and is influenced until the moment of the start of the 
ventilation by the temperature, pressure and height 
differences between the portals. This effect is often called 
“stack effect”. Air flow inside the tunnel can be after 
simplifications considered as one dimensional flow described 
by Bernoulli’s equation. Tunnel is usually approximated as the 
circular-profile tube with defined hydraulic diameter. The 
equation for calculation of the hydraulic diameter is as 
follows: 

Dh =
4 ⋅ A

P
 

where: A – tunnel sectional area [m2], P – perimeter of the 
tunnel [m]. 
There are several tools available to simulate the three 
dimensional air flow through Navier-Stokes equations such as 
FDS [8], but TuSim simulates the reactions of the control 
system and has to be able to count the airflow in real-time. 
We have to consider also the orientation of the air movement, 
friction term in the equation should have opposite sign to the 
direction of the air. Same situation occurs in traffic term when 

vehicle speed is smaller than the air speed. Therefore, 
expression with absolute value of the speed multiplied by the 
speed is preferred to the power of the speed. Pressure 
difference for the wall friction, entry and exit of the tunnel can 
be described [9]: 

ΔPfriction = −
1
2
ρ ⋅ v ⋅ |v|

⋅ �ξentry + α ⋅
L

DH
+ ξexit + ξlocal� 

where: v – air speed in the tunnel [m/s], ρ – air density [kg/m3], 
DH - hydraulic diameter [m], L – tunnel length [m], ξentry– loss 
coefficient tunnel entry, ξexit – loss coefficient tunnel exit, ξlocal 
– other local losses, λ – friction coefficient. 
Pressure difference term for the movement of the vehicles 
[10][11]: 

ΔPtraffic =
ρ

2 ⋅ A
⋅�
N

i=1

Ci ⋅ |vi − v| ⋅ (vi − v) ⋅ Ai 

where: v – air speed in the tunnel [m/s], vi – speed of the i-th 
vehicle [m/s], ρ – air density [kg/m3], Ci – drag factor, A – 
tunnel sectional area [m2], Ai – front area of the i-th vehicle 
[m2]. 
Pressure difference term for the stack effect [9][11]: 

ΔPstack = �1 −
Ta
Tb
� ⋅ ρ ⋅ g ⋅ L ⋅

s
100

 

where: Ta - ambient temperature [K], Tm - average temperature 
in the tunnel [K], ρ – air density [kg/m3], L – tunnel length [m], 
g – gravitational acceleration [m/s2], s – tunnel gradient [%]. 
Pressure difference term for the fans [9]: 

ΔPfans =
η ⋅ Ifan

A
⋅ �1 −

v
vfan

� 

where: η – fan efficiency, Ifan - fan power [N], A – tunnel 
sectional area [m2], v – air speed in the tunnel [m/s], vfan - fan 
speed [m/s]. 
We have several possibilities to include the fire influence on 
the air movement in the tunnel. The problem is that the fire 
divides the tunnel in the two sections: section upward the fire 
and section downward the fire. The average temperature in 
the section, where most of the smoke remains, is significantly 
higher than in the other section. We can use table values for 
temperature differences of each fire type according to [6] 
such as 25 K for 5 MW fire, 65 K for 30 MW and 90 K for 50 MW 
fire. Disadvantage is that also length of the fire section is fixed 
and that’s not usable for our simulation, since we simulate 
different positions of fire in the tunnel. Better attempt is to use 
the average temperature in the section [6][9]: 

 
where: Tm - initial temperature in the tunnel [K], Tf - average 
fire temperature [K], v – air speed in the tunnel [m/s], ρ – air 
density [kg/m3], cp - air thermal capacity [kJ/kgK], A – tunnel 
sectional area [m2], x – distance from the fire [m], h – heat 
conduction coefficient [W/m2K]. 
Problem is that heat conduction coefficient depends on 
several factors and analytical solution is more complex. 
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Analytical solution for the average temperature can be found 
in [9]. We can use fixed suggested value 25 W/m2K or 
linearized expression from [6]. Average temperature obtained 
from the equation can be directly used in pressure difference 
term for the stack effect. Or we can include additional fire 
pressure difference term for the air speed between in interval 
1,5 – 3,5 m/s [12]: 

ΔPfire = c ⋅
Q

v ⋅ DH
 

where: v – air speed in the tunnel [m/s], DH - hydraulic 
diameter [m], Q – heat release rate [W], c – correction 
coefficient. 
Figure 6 shows the comparison of pressure differences 
counted from all mentioned ways: fixed temperature 
difference according the tables, own pressure difference term 
ΔPfire, average temperature Tm in the fire section for different 
speeds and different lengths of the section. 

 
Figure 6. Comparison of fire pressure differences 

Most of the pressure terms influence the final equation with 
similar pressure differences, ΔP fire outputs higher pressure 
with lower air speed. The effect of the air speed is not so 
significant with average temperature Tm. Average 
temperature term demonstrates also the differences 
between the different length of fire sections. We decided to 
use the average temperature term in the fire section, because 
it can consider both air speed and length of fire section. Final 
differential equation for the air speed in the tunnel [13]: 

dv
dt

=
∑Ni=1 ΔPi

L ⋅ ρ
 

where: v – air speed in the tunnel [m/s], ρ – air density 
[kg/m3], L – tunnel length [m], ΔPi - pressure difference term 
[Pa]. 
We have solved the equation for the air speed in the simulator 
numerically with Euler method and time step one second. We 
have used following data for the simulation experiment: 
traffic intensity 1000 veh/h, traffic stop (fire) in the fifth minute 
of the simulation. We assumed that both lanes with single 
direction traffic stopped in the same time and traffic 
congestion occurred immediately. Other cases for example 
stop of the vehicles only in one lane were not simulated. 
Tunnel model used for the simulation was 1000 m long; fire 
section was 500 m long, gradient was 1 %, hydraulic diameter 

equal to 7.83 m, sectional area 57.26 m2, perimeter 29.22 m. 
Fans were turned on in the tenth minute (five minutes after 
the fire) of the simulation of every fire scenario. This does not 
correspond to the reality, since control system of the tunnel 
should react dynamically to the conditions, which depend on 
the vehicle fire type. Therefore, we should include also fire 
detection time estimation into our simulation. 
 FibroLaser detection of fire 
Video detection is the only technological subsystem today 
that can give immediate response to unexpected event in the 
tunnel. The disadvantage of video detection subsystem is 
that it is used as multi-purpose: automatic stop detection, 
low/high speed warning, traffic flow analysis, wrong vehicle 
direction, smoke detection. Fire detection is only one of the 
tasks of the subsystem and it can trigger false alarms because 
of combustion products, light reflections, fog and wet road. 
Vehicle stop detection can trigger alarm immediately but 
control system should not perform tunnel close traffic 
sequence in every vehicle stop situation. Therefore, operator 
should consider individual situation and perform the control 
action such as close the lane, limit the speed, or close the 
tunnel. Therefore, fire detection systems without human 
influence should also be included in the tunnel. 
Heat detection subsystem is nowadays in tunnels realized by 
FibroLasers. They consist of control unit and laser sensor 
cables. Laser beam is sent into the cable from control unit and 
light reflection is obtained and analysed. Light is scattered 
into “Stokes” and “Anti-Stokes” signals (Raman Effect) [14]. 
Temperature change in the cable can be detected from the 
signal strength difference between Stokes and Anti-Stokes 
signals. 

 
Figure 7. Rule 1 – threshold temperature 40 °C [14] 

We decided to implement this subsystem into the simulator 
according the Siemens FibroLaser datasheet [14]. We 
implemented and compared all the rules for several fire 
scenarios. Figure 7 shows the rule 1 for triggering the pre-
alarm and alarm in case of exceeding the defined maximum 
temperature. FibroLaser from Honeywell [15] uses also value 
60°C for triggering the alarm. Figure 8 shows the rule 2 for 
triggering the pre-alarm and alarm in case of exceeding the 
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average temperature. FibroLaser from Honeywell [15] uses 
also value 15 °C for triggering the alarm. 

 
Figure 8. Rule 2 – average temperature 7 °C threshold [14] 

Figure 9 shows the rule 3 for triggering the pre-alarm and 
alarm in case of exceeding the defined temperature gradient. 
FibroLaser from Honeywell [15] uses value Δ13°C/40 s for 
triggering the alarm. All FibroLaser rules according the values 
from the Siemens datasheet were implemented with logical 
OR statement to trigger the alarm or pre-alarm. We have used 
standard values from the datasheet and one minute time step 
for the evaluation of the rules. 

 
Figure 9. Rule 3 – threshold Δ6° C / 60 s [14] 

We cannot use the average air temperature as the input for 
the FibroLaser detection, since temperature close to the fire 
is significantly higher and is three-dimensional. We have used 
calculation for estimation of the heat radiated into the tunnel 
wall [13]: 
Qwall = P ⋅ Lf ⋅ �h ⋅ �TSM4 − TWall

4 �+ ϵ ⋅ σ ⋅ �TSM4 − TWall
4 �� 

where: Twall - wall temperature[K], TSM - hot air/smoke 
temperature [K], h – heat conduction coefficient [W/m2K], ε – 
emissivity, σ – Stefan-Boltzmann constant [W/m2K4], P – 
perimeter of the tunnel [m], Lf - length of fire [m]. 
We have used constant value of heat conduction coefficient; 
even it depends on the air speed and other parameters, such 

as Reynolds number. The equation has been solved 
numerically to obtain estimated wall temperature. We have 
applied all FibroLaser rules for simulated wall temperature, 
estimated times for pre-alarm and alarm triggering for each 
fire scenario were: 
— Car: Pre-alarm 3.min, alarm 5.min, 
— Van : Pre-alarm 2.min , alarm 3.min, 
— Bus : Pre-alarm 2.min, alarm 2.min, 
— Truck: Pre-alarm 1.min, alarm 1.min. 
Two pairs of jet fans were automatically turned on after 
triggering the alarm as the reaction of the control system. 
One pair created the air flow with the speed 3 m/s, which was 
according the Figure 4 on the edge for safety in all fire 
scenarios. Figure 10 shows the average temperature in the 
middle of 500 m fire section. This temperature is used for the 
simulation of the air speed during the fire in the tunnel. It can 
be seen that the temperature difference in the car and van 
scenarios is not so high to influence the air speed significantly. 

 
Figure 10. Fire section average temperature 

 
Figure 11. Air speed during fire 

Figure 11 shows the air speed in the tunnel with automatic 
fire detection by the FibroLaser. The average temperature 
influences most the speed in truck fire scenario. Reaction to 
the fires with high HRR is faster and therefore reaction of the 
control system is also faster and raising the air speed in the 
tunnel can be more prompt. 
CONCLUSIONS 
We have successfully implemented equation for the air speed 
with fire influence into the TuSim. We applied FibroLaser 
detection rules and estimated wall temperature for triggering 
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the fire alarm scenarios and we simulated the reaction of the 
control system. Therefore we obtained dynamical detection 
time for each vehicle fire scenario. We haven’t considered all 
fire detection subsystems and all possibilities of traffic 
situations in the tunnel during the fire. We have specified own 
HRR curves and we have not used complex fire model with 
solving of the chemical reactions. FibroLasers are installed on 
the ceiling of the tunnels so comparison with three 
dimensional simulation tools would be necessary to use the 
absolute value of fire detection times. Even alternative 
principles such as fuzzy models [16] are used to estimate the 
fire detection time [17] by FibroLasers and smoke sensors. 
Producers of FibroLasers often provide own software tools for 
estimation of this time with better knowledge of FibroLaser 
characteristics. Additional comparison and adjustment of our 
simulation outputs with estimations based on other 
principles should also be performed  
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MICROSTRUCTURE AND MECHANICAL PROPERTIES OF 304L AND MILD 
STEEL PLATES DISSIMILAR METAL WELD JOINT 
 
1-4.Department of Metallurgical and Materials Engineering, Federal University of Technology, Akure, NIGERIA 
 
Abstract: Weldment of dissimilar metals has been of increasing demand and importance in many structural and industrial 
applications to optimize properties combination, reduce weight of component and cost. In this research, the microstructural and 
mechanical properties of dissimilar metal welded joint (DMWJ) of austenitic stainless steel (304L; 18/8) and mild steel plates of 5 
mm thickness were experimentally investigated. A single V butt joint was prepared and the plates were welded using Gas Tungsten 
Arc Welding (GTAW) process with ER308L as filler metal. The mechanical properties were examined by tensile, hardness and 
bending tests while the microstructural characteristics were studied using the Scanning Electron Microscope (SEM). From the 
results, it was observed that tensile and hardness properties of the dissimilar weld fall between that of the austenitic stainless steel 
and the mild steel base metals while the bending strength emerges as the best. Austenitic stainless steel possesses bending 
strength property that was next to the welded sample as well as the best tensile and hardness properties. 
Keywords: dissimilar metal weld, austenitic stainless steel, mild steel, mechanical properties, microstructure 
 
 
INTRODUCTION 
Welded dissimilar metals have emerged as structural 
materials for various industrial applications which provide 
good combination of mechanical properties like strength, 
corrosion resistance with lower cost. They have found 
widespread application in power generation, electronic, 
nuclear reactors, petrochemical and chemical industries 
mainly to get tailor-made properties in a component and 
reduction in weight [1-3].  
Austenitic stainless steels posses’ good mechanical 
properties and corrosion resistance which account for its 
application in many equipment and environments like low 
and high pressure boilers and vessels, fossil-fired power 
plants, flue gas desulphurization equipment, food processing 
plants and surgical implants [4].  
Gas tungsten arc welding (GTAW), also known as tungsten 
inert gas (TIG) welding is an arc welding process that uses a 
non-consumable tungsten electrode to produce the weld. 
The weld area is protected from atmospheric contamination 
by an inert shielding gas (argon or helium), and a filler metal 
is normally used.  
GTAW is most commonly used to weld thin sections of 
stainless steel and non-ferrous metals such as aluminum, 
magnesium, and copper alloys. The process grants the 
operator greater control over the weld than competing 
processes such as shielded metal arc welding and gas metal 
arc welding, allowing for stronger and higher quality welds.  
However, GTAW is comparatively more complex and difficult 
to master, and furthermore, it is significantly slower than most 
other welding techniques [5]. 
Conversely, due to difference in thermo-mechanical and 
chemical properties of the materials to be joined under a 
common welding condition, it causes a steep gradient of the 
thermo-mechanical properties along the weld. Also when 

joining dissimilar metal welds, diffusion in the weld pool often 
results in the formation of inter-metallic compound in the 
welded region. These inter-metallic compounds can be 
deleterious to the mechanical properties, especially particles 
of primary crystals, which represent strong stress 
concentrators and promote the initiation of sharp 
microcracks [6]. The growth of microcracks may cause brittle 
fracture thereby reducing the ductility of the joint [3].  
Tanaka et al., [7] showed that the mechanical properties of the 
joints are greatly influenced by the formation of inter-metallic 
compounds. Therefore, inter-metallic compounds should be 
checked in order to find problems related to crack sensitivity, 
ductility, corrosion, and many more which makes the study of 
microstructure significant [8].  
Radha et al., [1] studied the tensile strength of MIG and TIG 
welded dissimilar joints of mild steel and stainless steel. 
Stainless steel of grades 202, 304, 310 and 316 were welded 
with mild steel by Tungsten Inert Gas (TIG) and Metal Inert Gas 
(MIG) welding processes.  
The results were compared for different joints made by TIG 
and MIG welding processes and it was observed that TIG 
welded dissimilar metal joints have better properties than 
MIG welded joints. Jamaludin et al., [9] studied the 
mechanical properties of welded joint by tension test. It was 
observed that, the yield strength and tensile strength of 
welded samples using mild steel welding electrode were 
slightly lower than welded samples using stainless steel 
welding electrode.  
Giridharan et al., [5] carried out an experimental work to study 
the mechanical properties of a dissimilar welding joint 
between IS 2062GrC mild steel and AISI 316L stainless steel, 
using AISI 309L filler rod. Tensile test, bend test and the 
microstructural characteristics were studied. The result 
showed good bending behavior, and improved tensile 
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strength in the weld area. Electron microscopy showed the 
dilution of base metals in the weld zone.  
In this work, dissimilar welding of austenitic stainless steel 
(304L; 18/8) and mild steel plates of 5 mm thickness was 
carried out using GTAW process. Assessment of the 
microstructural characteristics and mechanical properties of 
the dissimilar joints were investigated and the formation of 
dissimilar joints produced by GTAW based on the 
experimental results was discussed. 
EXPERIMENTAL PROCEDURE 
 Chemical Analysis 
The major materials used for this experiment were austenitic 
stainless steel (ASS) (304L/18:8; that is 18% Cr and 8% Ni) and 
mild steel in the form of a rectangular plate both with 
thickness of 5 mm. The chemical compositions of the base 
metals under study were obtained by spectrometry and were 
as shown in Table 1.  

Table 1: Chemical composition of austenitic stainless steel (ASS) 
and mild steel (wt.%) 

Elements C Si Mn P S 
ASS 0.091 0.430 1.310 0.039 0.011 

Mild Steel 0.071 0.327 1.155 <0.001 <0.001 
Elements Ni Cr Mo N Cu 

ASS 8.050 18.09 0.220 0.038 0.350 
Mild Steel 0.169 0.062 0.013 0.008 0.022 

 

 Welding and Sample Preparation 
The base metals were cut into the desired length of 150 x 60 
mm and a single-V butt joint was prepared for better root 
penetration. The welding operation was carried out 
afterwards using the Gas Tungsten Arc Welding (GTAW) and 
a stainless steel filler metal (ER308L) was used. Direct Current 
Electrode Negative (DCEN) was employed with welding 
speed of 150 mm/min and welding current of 110 A.  
The arc length, filler tip angle, filler type and size are; 2.0 mm, 
60˚, ER308L and 3.2 mm, respectively. Pure argon gas was 
used as the shielding gas to prevent oxidation of molten steel. 
After completion of the welding process, tensile test samples 
with dumbbell shapes were cut transversely from the welded 
joint and the base metal. Machining was also done for the 
hardness test and microstructural samples which were 
sectioned from the Weld metal (WM), Heat affected zone 
(HAZ) and the Base metal (BM).  
PROPERTY TESTS 
 Determination of Tensile Properties of the Samples  
Tensile test samples were prepared in accordance with ASTM 
A370-08A [10] and the test was carried out using Su Zhou 
Long Sheng universal testing machine. Three samples were 
tested with a load of 300 KN and crosshead speed of 5 
mm/min correlating with an initial strain rate of 0.98 s-1 
respectively. The specimen was mounted by its ends into the 
holding grips of the test apparatus. The tensile testing 
machine was designed to elongate the specimen at a 
constant rate, and to continuously and simultaneously 
measure the instantaneous applied load and the resulting 

elongations. The applied load permanently deformed and 
fractured each sample into two parts. 
 
 Determination of Bending Properties of the Samples  
The bending test was carried out by using Testometric 
universal testing machine in accordance with ASTM E190-92 
[11] standard test method for bending properties of welded 
samples. The bending test was performed at the speed of 100 
mm/min. Three samples were tested for each representative 
samples from where the average values for the test samples 
were used as the illustrative values. 
 Determination of the Hardness of Samples  
This method consists of indenting the test material with a 
hardened steel ball indenter using Indentec hardness testing 
machine. Rockwell hardness test produces a much smaller 
indentation more suited for hardness traverses. The hardness 
samples were separated into three parts- Base metals (BM) for 
mild steel and stainless steel, HAZ for mild steel and stainless 
steel and the weld metal (WM).  
The test samples were cut into 9 x 9 mm for the different 
zones and were used for the hardness as well as the 
microstructural characterization using the Scanning Electron 
Microscope (SEM). The indenter was forced into the test 
material under a preliminary minor load of 60 kgf which 
gradually increased to 100 kgf and 150 kgf. The test was 
carried out 3 times at different locations on BM, HAZ and WM 
and, the readings were recorded as displayed by the hardness 
testing machine. 
RESULT AND DISCUSSION 
 Mechanical Properties 
The tensile properties such as yield strength, ultimate tensile 
strength and the tensile modulus were evaluated. All the data 
were the average of the measured values obtained as shown 
in Figure 1.  

 
Figure 1: Charts of the tensile properties  

for the various zones 
The charts for the various tensile properties of the welded 
dissimilar metals were as shown in Figure 1. The plot shows 
the yield, ultimate tensile strength and tensile modulus of the 
weld and base metal samples. It was revealed from the results 
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that similar trends emerged in the response of the materials 
to these properties. In all the properties examined, austenitic 
stainless steel gave the optimum performance followed by 
the weld and mild steel samples, respectively. This trend in 
terms of materials and values for the properties were ideal for 
structural integrity where gradual decrease in property from 
one end to another is essential for effective service 
performance. The values at the weld joints form the 
transitional values between that of austenitic stainless steel 
and the mild steel. 
The austenitic stainless steel (ASS) base metal possesses the 
highest ultimate tensile strength with a value of 805.3 MPa 
followed by weld sample with a value of about 486.2 MPa 
while the lowest was the mild steel (MS) base metal with a 
value of about 286.3 MPa. The results showed that ultimate 
tensile strength of the weld joint shows an increase of about 
38.9 % compared to the mild steel base metal. This shows that 
the weld joint aids balance in transition from low strength 
mild steel to high strength austenitic stainless steel. The yield 
strength and tensile modulus also followed the same trend, 
the highest been 664.31 and 1649.33 MPa, respectively 
exhibited by the austenitic stainless steel while the lowest 
was 157.77 and 920.77 MPa, respectively exhibited by the 
mild steel.  
The weld joint shows an increase of about 56.1 % in yield 
strength and 9.8 % in tensile modulus compared to the mild 
steel base metal. Part of the reason for this may be the 
presence of high amount of Chromium and Nickel in the 
austenitic stainless steel than the mild steel as shown in Table 
1. The welded dissimilar metal samples fractured closed to 
the mild steel due to the low strength possess by the steel 
compared to the austenitic stainless steel as shown in Figure 
2. 

 
Figure 2: Fractured sample after tensile test  

showing fracture of sample at mild steel side 
Rockwell hardness test was carried out on the samples to 
measure the variation in hardness across the weld zones of 
austenitic stainless steel 304L and mild steel. The hardness 
assessment in Figure 3 shows the average hardness values 
across the weld interface covering the base metals. 
The hardness value obtained is higher for ASS 304L when 
compared to the mild steel. The highest average hardness 
value is 37.38 HRC for the austenitic stainless steel base metal 

while the lowest hardness value is 27.1 HRC for mild steel heat 
affected zone. The hardness value obtained at the DMWJ 
which is lower than that of the stainless steel but higher than 
that of the mild steel. This implies that, there is diffusion of 
alloying elements in the weld pool which affects the 
mechanical properties, hence, an intermediary hardness in 
the joint. 

 
Figure 3: Rockwell hardness values  

of samples at different regions 
In agreement with the findings of Muralimohan et al., [12], it 
was revealed from the results in Figures 1 and 2 that, there is 
an analogous tendency in hardness distribution in the various 
zones like that of the tensile properties. The reason for the 
variation in hardness can be due to the varying carbon 
content in the base metals. 
The bending test was used to determine the maximum 
breaking load the materials can withstand before failure as 
shown in Figure 4. 

 
Figure 4: Bending Strengths of base metals and the dissimilar 

metal welded joint 
The bending test result shows that the dissimilar metal weld 
sample possess the best bending strength due to the highest 
bending resistance capability. The sample was with a value of 
about 4857 MPa followed by the austenitic stainless steel 
base metal with a value of 1913 MPa while the mild steel 
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possess the lowest bending strength with a value of 1436 
MPa.  Considering other mechanical properties, the response 
of the dissimilar metal weld shows that, it possesses good 
combination of mechanical properties. The fractured points 
from the tensile test results as shown in Figure 2 further 
confirmed this since it occurred at the end close to mild steel 
and not at the weld joint.  
The dissimilar metal welded samples possess intermediate 
strength and hardness between austenitic stainless steel and 
mild steel but it possesses the best bending strength. This 
therefore, implies that by joining these two different metals 
for applications in areas where changes in structural 
properties are essential based on environmental effects and 
cost, this product may be considered for such.       
 Microstructural Examination 
The welded sample, base metal and HAZ of the two dissimilar 
materials were examined with the Scanning Electron 
Microscope and the microstructures were analyzed as shown 
in Figure 5.  
In stainless steel welds, the microstructures were usually 
related to types of solidification and subsequent 
transformation behavior. The heat input is handled differently 
for each welding process and can result in different effects on 
the dissimilar stainless steel welded joints. 

a) 

b) 

c) 

d) 

e) 
Figure 5: SEM images of a. BM of mild steel b. BM of ASS 

c. HAZ of mild steel d. HAZ of ASS 
e. fusion zone of the dissimilar weld metal 

Figures 5 (a-e) showed the various sections of the metals 
where it became obvious the influence of heat input and 
solidification on the transformation behavior. 
Figures 5 (a) and (c) shows the micrograph of the mild steel 
BM and HAZ. The mild steel BM reveals a heterogeneous 
microstructure, consisting of ferrite, and pearlite. 
The globular and laminar pearlite phases are dispersed across 
the ferrite phase. This corresponds to mild steel HAZ showing 
fragmentation of pearlite, noticing clearly iron carbide 
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(cementite) globular dispersed in the ferrite phase as a result 
of recrystallization occurred by the heat generated during 
welding. 
Figures 5 (b) and (d) shows the micrograph of the ASS BM and 
HAZ, the HAZ exhibits low level of isolated inclusions similar 
to Andrés et al., [13] but this increases in the WM. Hsieh et al., 
[14] studied the microstructure, recrystallization, and 
mechanical properties in the heat affected and fusion zones 
of dissimilar stainless steels. Two types of stainless steels, 
namely 304 (X5CrNi18-10 according to EN 1.4301) (fully 
austenite containing a few ferrite phases) and 430 (X6Cr17 
according to EN1.4016) (fully ferritic microstructure) were 
welded using GTAW without a filler material. 
The recrystallization phenomenon was evident with the 
second pass heat-affected zone (HAZ-2) and indicated equi-
axed grains after second pass welding. The contents of δ-
ferrite exhibited the highest value of all situations in the first 
pass fusion zone (FZ-1) during first pass welding. These 
findings confirm the effect of heat input even when filler is 
not used. However, it should be pointed out that the filler 
metal and buttering are unavoidable when the dissimilarity 
between the base metals cannot result in joints that are free 
of flaws [15]. 
CONCLUSIONS 
This experimental work presents the study on the 
microstructural and mechanical properties in a dissimilar 
welding joint between 304L austenitic stainless steel and mild 
steel using ER308L filler rod. From the study, the following 
conclusions were made: 
 Gas Tungsten Arc Welding process was successfully used 

to produce the ASS and mild steel dissimilar metal joint  
 The tensile strength obtained in dissimilar welded joint 

was 38.9% higher than parent material of mild steel whose 
tensile strength was 286.3 MPa. Fracture of the tensile test 
sample occurred at the mild steel base metal side. 

 The hardness value in the ASS side was higher than the 
mild steel side, this can be attributed to the varying carbon 
content 

 The welded joint possesses the highest bending strength 
with a value of 4857 MPa. This was followed by the ASS 
base metal and then the mild steel base metal. 
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Abstract: The development of various software packages enables easier and faster designing and development of the existing 
systems in the automotive and other industries. CAD technology tests allow faster and much economical designing of different 
parts and systems in vehicles. With this technology, it is possible to speed up the process of designing and making of the most 
complicated systems and parts in the vehicle without additional experiments. However, the problem arises with designing parts 
and systems that do not have a sufficiently developed field of theoretical assumptions. This paper presents different applications 
on specific complex systems and parts of vehicles and each of them has been given the importance in the research. 
Keywords: Vehicles, design, development, CAD, CAE 
 
 
INTRODUCTION  
The development of automotive industry and its products 
requires a set of challenging and elaborate researches and 
series of complex experiments. With the development of 
technology, many software solutions have been created that 
facilitate and enable faster testing of certain parts and 
assemblies in vehicles. The use of these software solutions is 
diverse, and in the automotive industry they have various 
applications, e.g. determining the load of individual parts or 
assemblies, examination of a vehicle’s design etc. This paper 
shows the application and importance of CAD technology in 
this industry, and its advantages in relation to some real 
experiments. 
Even in the earliest age of computer technology, graphic 
simulation has proven to accelerate all engineering and 
design processes for several hundred times in relation to 
"manual" design, and to speed up production of various 
documents and, consequently, the research. The 
development has led to creation of a model and research of 
three-dimensional interpretation. All the technologies rely on 
the principles of mathematical sciences, descriptive 
geometry, informatics and applied electronics. ISO standards 
define computer graphics as a set of methods and techniques 
for converting data that are sent to or from the graphic 
display, via computer. Some of the most famous CAD 
technological processes are CATIA, SolidWorks, AutoCAD, 
ProENGINEER. 
Nowadays, the development of software in the automotive 
industry and industry in general goes mainly into three 
directions – design, engineering and production. CAD 
(Computer-aided design) is the use of computer systems to 
help in the creation, modification, analysis, or optimization of 
a design.  
Computer-aided engineering (CAE) is a widespread use of 
computer software to help in engineering analysis tasks. It 
includes finite element analysis (FEA), computational fluid 

dynamics (CFD), multibody dynamics (MBD), and 
optimization. Software solutions used for production 
purposes are CAM (Computer-aided manufacturing) 
technologies [1,2].  
In this paper, we will carry out the analysis of benefits of only 
CAE and CAD technologies in the process of development 
itself, which represents the very purpose of this paper; as well 
as the advantages they have in designing and developing the 
vehicle in relation to experimental methods. One of the main 
advantages of technologies is faster testing of the 
development of some parts or the entire vehicle, the 
reduction of cost of experiments and development (the 
easier way of checking the weaknesses and disadvantages of 
a part), and the acceleration of the process of creating 
technical documentation. The use of technologies has 
allowed manufacturers to reduce the cost and product 
development time, and to improve safety, comfort and 
durability of the vehicles they manufacture. 
GENERAL IMPORTANCE OF THE PHASES OF A VEHICLE 
DEVELOPMENT  
By observing all the phases of the development of one 
vehicle, and all the products in its life cycle, as can be seen in 
Figure 1, it can be noticed that there are different tests in all 
phases of the life cycle and, consequently, different studies. 
These researches and tests are highly complex and elaborate, 
therefore, the application of CAD/CAE is of great benefit and 
importance due to its advantages in relation to the real 
experiments that would be carried out. Today, the so-called 
virtual laboratories are developed, and they greatly reduce 
the cost of testing and the time necessary for researches. 
Virtual laboratories represent an innovation in the use of 
information technology for the purpose of education. They 
represent a unique link between the laboratory test desk from 
the past and the experiments of the future.  
With the use of existing databases, the latest electrical 
equipment is available from any place at any time. In this 
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phase, the exactness of technical documentation is of great 
importance, thus, CAD technology is used for the making of 
accurate and precise technical documentation. 

 
Figure 1. An overview of tests and researches in the product’s 

(vehicle’s) life cycle  
The next type of vehicle testing is testing of new innovations, 
which implies possible changes to already existing systems, 
in this case, on vehicles. The tests regarding the mentioned 
changes are completed with the help of CAE technologies. 
With this technology, the characteristics of such an altered 
system with all these innovations can be freely determined. 
Such testing, or a research, represents an option that in 
relation to some physical researches enables the 
development and testing of these examinations with many 
changes and possibilities it has provided. 
When using a products, in this case a vehicle, its reliability is 
of great importance – CAE technology allows us to accurately 
determine the reliability of each vehicle system, even after a 
longer period of its being used. 
COMPARISON OF VIRTUAL AND PHYSICAL EXPERIMENTS 
Testing was an important part of product development in the 
past. The weaknesses of a design could be detected by 
testing before the product came into the customer's hands. 
However, the ability to carry out a thorough analysis of many 
aspects of a design using the computer-assisted engineering 
(CAE) tools has reached the point where "virtual" product 
development can be considered to be a realistic proposal. 
Virtual experiments have certain advantages, namely the 
ability to control the experiment, the repeatability of 
performance and results, the ability to perform accelerated 
tests, the safety of the experiment implementation, the ability 
to simulate real conditions, the ability to optimize the 
implementation of the experiment, the specific experiment 
implementation plan. The development of a new product is 
one of the most powerful and most difficult activities in the 
industry. 
In addition to the mentioned advantages, the use of 
technologies considerably reduces the cost of testing and the 
research. The security is very important, as well as the 

repeatability of the experiment, because some researches can 
be extremely expensive; therefore physical testing can be 
carried once, and with CAE technology it can be repeated.  
 Cases when it is not possible to apply CAD/CAE 

technologies  
Despite the development of the existing technologies, there 
are cases when it is not possible to apply modern technology 
in the development and research of some systems, or in the 
automotive industry in the development of certain systems in 
the vehicle. 
The reason for this is that certain theories or some 
phenomena have not been sufficiently explored, thus 
simulations cannot be properly or at all completed. There are 
also simulations that are extremely difficult because it is hard 
to simulate some physical phenomena, therefore the 
software is not sufficiently developed. For example, the 
analysis of the fatigue of the hot exhaust system is currently 
extremely difficult for simulation (due to uncertainties about 
the properties of the material, the crack propagation at 
elevated temperatures, the influence of the geometry of the 
welds and the change in the properties of the material at 
elevated temperature), but it is relatively easy to set the 
exhaust system to the engine and perform a test in order to 
determine whether the exhaust system will develop cracks. 
Such systems are often better developed using traditional 
physical testing. Also, if the working conditions are not 
specified, then it is very difficult to have confidence in the 
results of the virtual experiment. 
 Application of CAD/CAE technology in designing a 

vehicle 
Advanced technologies have a major role in designing 
vehicles in the automotive industry because it is possible to 
accurately model the desired shape of a vehicle. With the use 
of these technologies we have an overview in the design 
phase, because creating 3D parts in the space provides an 
ideal insight into geometry, keeping in mind that the body of 
the vehicle itself has a large number of parts, the defined 
elements are easily grouped into assemblies and sub-
assemblies.  

 
Figure 2. An overview of a vehicle design development, [3] 
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With the help of technologies the creation of vehicle’s 
appearance is accelerated, it is possible to create desired view 
at the drawing, the expenses of probing the body of the car 
are reduced, the co-operation of co-workers is simplified etc. 
These models are significant because they allow the 
comparison of the quality of all parts of a vehicle. The design 
phase itself is not so simple – there are several phases that 
have to be completed and these technologies allow all this to 
be done virtually, which is much simpler and cheaper. Figure 
2 shows the stages in the designing of a vehicle. 
 Benefits of CAD/CAE technology when analyzing 

vehicle’s design 
Not only is CAD technology important in designing vehicles, 
but its role is substantial in testing of a design, that is, it 
simplifies the testing of a known design. The importance of 
aerodynamics, the flow of air over the surface of a vehicle is 
very well known. Air resistance plays a very important role in 
all resistances, therefore it is a priority to maximize the 
aerodynamics of a vehicle. 
With the help of these technologies it can be accurately 
determined which points on the vehicle are critical, and 
certain parts of a vehicle can be reconstructed if there is a 
suspicion that air spinning is increased. The use in these cases 
is very important because it is possible to reconstruct the 
design of a vehicle without expensive aerotunels and without 
the prototype, which greatly reduces the cost, and 
consequently lack of prototype saves time in the vehicle 
development. Figure 3 shows the look of a test using one of 
the technologies. 

  

 
Figure 3. A demonstration of a vehicle’s  

aerodynamic testing, [4] 

CAE technology has also been used in the simulation of crash 
tests or in vehicle’s body safety checks. These tests are very 
expensive and require specialized testing centers. In addition 
to rigorous and precise testing requirements, as well as 
prototypes of vehicles being tested, CAE technology 
produces precise results of vehicle deformation during 
testing, which is very useful and is possible to perform 
corrections to the virtual model of the vehicle with reduced 
cost of testing and time saving. Figure 4 shows an example of 
this test. 

 

 
Figure 4. Safety test of the body of a vehicle, [5] 

 Application of CAD/CAE technology to check vehicle’s 
ergonomic characteristics 

Ergonomic characteristics of vehicles are significant for the 
reduction of fatigue and facilitation of car driving. One of the 
software that is developed according to the principles of CAE 
technology is RAMSIS. RAMSIS is the world-leading 3D-CAD-
ergonomics tool, designed in cooperation with the German 
automobile industry for the ergonomic development of 
vehicles and cockpits.  
Ergonomics is increasingly seen as a quality factor by the 
customer and it is becoming a significant differentiation 
criteria. RAMSIS is the world's leading CAD tool for the 
ergonomics design and analysis of vehicle’s interior design 
and analysis of vehicle interior and working places and is used 
by 70% of the automobile manufacturers [6]. This software 
package allows you to check the ergonomic characteristics of 
the vehicle, or the comfort of the driver or other passengers 
in vehicles. RAMSIS is not only available to the user as a pure 
CAD application (e.g. integrated into CATIA or as stand-alone 
version) - as RAMSIS and VR, this ergonomics system can also 
be used for extensive real-time tests in virtual reality 
laboratories of automotive manufacturers.  
Figure 5 shows the example of a driver in the vehicle and one 
of the possible analysis of the driver's comfort at a particular 
driver's position in the vehicle. 
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Figure 5. The analysis of the driver's comfort in the vehicle and 

the analysis in the CAE software  
 Significance of CAE technology in examining the 

elements of passive interior safety 
Bearing in mind the previously mentioned concern regarding 
the ergonomics of the vehicle, which in this case concerns the 
interior of the vehicle, the application of CAE technology is 
very important in the examination of the operation of 
individual elements of passive safety, such as an airbag, 
which, in the case of a traffic accident, should prevent the 
driver from hitting the steering wheel or other element of the 
interior.  
Figure 6 shows an example of an analysis of driver's impact in 
the airbag. This application is very important in the analysis of 
the position and shape of the airbag, because it replaces 
long-term and highly complex physical work about driver’s 
impacts in the airbag, as well as analysis of the shape and 

position of the impact, baring in mind that passengers can be 
found in different positions in a traffic accident. 

 

 
Figure 6. A demonstration of the analysis of driver's impact in 

the air bag by using CAE technology, [7] 
 The importance of CAE technology in testing the 

performance and efficiency of certain systems in 
vehicle 

In addition to benefits of all previously shown elements 
regarding ergonomics of the vehicle, CAE technology also 
enables the display of the flow of certain fluids through the 
various systems on the vehicle. CAE technology is used for 
testing air conditioning system (AC).  

 
Figure 7. Demonstration of air flow simulation using CAE 

technology, [8] 
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Figure 7 shows a simulation of the operation and flow of air 
using this technology. With CAE, the flow of air in the vehicle 
is accurately determined as well as the impact on air 
temperatures in different vehicle zones. CAE simplifies tests of 
the validity of the operation of this system without complex 
experiments or expensive equipment. It is also possible to 
complete a simulation of cooling down of the engine or the 
air flow in the engine compartment. 
 The importance of CAD/CAE application while 

projecting vehicle’s propulsion unit 
Nowadays, the process of designing and manufacturing 
internal combustion engines (ICE) cannot begin without an 
adequate verification of the idea which is the first and most 
important stage in this business. Modern motors are mostly 
made by improving the existing ones, that is, by modernizing 
older solutions using software tools. Captured parameters are 
put into the appropriate software that through a complex 
mathematical model mimics complex physical and chemical 
processes in the engine. When such constructed engine is 
put into propulsion, the parameters of the monocylinder 
operation (engine indication) are collected, on which basis a 
mathematical model is developed and is further processed 
on the computer.  
Mathematical models of the engine are made based on the 
laws of thermodynamics, fluid mechanics, chemical kinetics 
and other sciences. Depending on the type of engine on 
which it is operated (two-stroke, four-stroke, slow-moving, 
high-speed, diesel, otto-engine, etc.), the appropriate 
software is selected to mimic the given engine.  
Having in mind that most of the processes and phenomena 
in the engine can be modeled and calculated using a 
computer, that motor parts can be "made" on the computer 
and that the engine itself, ie, its assemblies and subassemblies 
can be successfully simulated on the computer, we come to 
the concept of "virtual" engine. It means that the engine can 
be engineered, simulated, and tested on a computer before 
making the real prototype and testing it. The programs 
display the gas temperature during the operation of the 
virtual engine, as well as the temperature assumptions that 
certain mechanical parts of the engine are subjected to.  
Thus, the constructor is able to monitor the flow of 
temperature, pressure and flow rate of gas, and to optimize it 
with various interventions on the virtual engine. After the 
thermodynamic calculation and the first modeling stage 
provide the approximate dimensions and shapes of the 
motor parts, thorough examination is performed on several 
types of strains, which during the modeling give an insight 
about overloads and possible distruction of elements. Finite 
Element Methods (FEMs) are used today.  
On the basis of these calculations, computers perform 
complicated analyzes, solve problems straight away and 
allow easy change of engine performance parameters, saving 
both time and money. 
 
 

CONCLUSIONS 
Nowadays, product development is a very complex process 
because modern products are more elaborate since there is a 
demand to maximize efficiency with minimal consumption of 
certain means. The development in the automotive industry 
follows this trend, given the characteristics of today's vehicles. 
There are several stages in which it is possible to develop 
them. 
The use of various modern software such as CAD and CAE 
technology, enables us to perform various researches very 
effectively and efficiently, and it is possible to test different 
modifications in order to improve the characteristics and 
develop them. The benefit of these systems is that they 
enable faster and cheaper research and development of the 
vehicle.  
The adoption of this technology allows better 
communication between all members of the vehicle 
development team, because each problem can be 
graphically displayed, better production of technical 
documentation, possible repetition of each simulation or 
research with the possibility to change the model itself, at 
minimal cost, the possibility to test one vehicle or its elements 
several times under different conditions, it is not necessary to 
create a prototype for testing, it eliminates the need for 
expensive test equipment, allows designers to inspect all 
faults on a vehicle or system. 
Compared to physical experiments, which are carried out in 
real conditions and environment, the virtual experiments may 
have certain disadvantages, however, they are quite 
developed and can simulate real conditions, and they will 
continue to develop and eliminate their drawbacks.  
Note 
This paper is based on the paper presented at 7th 
International Conference Industrial Engineering and 
Environmental Protection 2017 – IIZS 2017, organized by 
University of Novi Sad, Technical Faculty "Mihajlo Pupin", in 
Zrenjanin, SERBIA, 12 – 13 October 2017. 
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Abstract: The results of an experimental investigation of mechanical properties of date seed particles reinforced aluminium alloy 
composites, processed by stir casting method are reported in this paper. Two sets of composites with date seed of 300 and 500 
µm particle sizes were used. The ranges of particle size used were based on the weight fraction when sieve analysis was conducted 
on the sample collected for the work. Each grain size had four types of composite samples with the reinforcement weight fractions 
of 5, 10, 15 and 20%. The mechanical properties considered were the tensile strength, Impact and hardness behaviors. Unreinforced 
aluminium alloy samples were also tested for the same properties. It was found that the hardness and tensile strength increases 
with the increase in the weight fraction and the fracture toughness decreases with increase in the weight fraction of reinforced 
date seeds particles. It was concluded that the improvement in the mechanical properties can be well accredited to the high 
dislocation density. 
Keywords: aluminium alloy; date seed particle late; mechanical properties; metal matrix composites; reinforcement 
 
 
INTRODUCTION 
Metal matrix composites (MMCs) have found application in 
many areas of daily life for quite some time these materials 
are produced in situ from the conventional production and 
processing (Karl 2006). According to Chaudhary et al, 2015, 
the growth of MMCs has been one of the main innovations in 
the field of material development in the past 2 decades. 
MMCs is a new generation of engineering materials in which 
particle reinforcement is incorporated into a metal matrix to 
improve its strength, specific stiffness, wear resistance, 
excellent corrosion resistance and high elastic modulus. 
MMCs are the forerunners amongst different classes of 
composites. Over the past two decades metal matrix 
composites have been transformed from a topic of scientific 
and intellectual interest to a material of broad technological 
and commercial significance (Ron and Alcan 1994, Kok and 
Ozdin 2006). Aluminium based metal matrix composites have 
received increasing attention in recent years as engineering 
materials with most of them possessing the advantages of 
high strength, hardness and wear resistance (Kok and Ozdin 
2006). Particulate reinforced aluminium alloy composites 
have shown a significant improvement in tribological 
properties, including sliding and abrasive wear resistance and 
seizure resistance (Kok 2003). In aluminium alloy matrix 
composites reinforced with ceramic particles, it has been 
generally agreed that increasing the particle content can 
enhance wear resistance (Kok 2003, Kok and Ozdin 2006). 
Al2O3 and SiC particles are the most commonly used 
reinforcements in MMCs and the addition of these 
reinforcements to aluminium alloys has been the subject of a 
considerable amount of research work (Udomphol 2007). 

(Anilkumar, H.S. et al. 2010) studied mechanical properties of 
fly ash reinforced aluminium alloy (Al6061) composites using 
stir casting technique. It was reported that the tensile 
strength, compression strength and the material hardness 
increased with increase in the weight fraction of reinforced fly 
ash and decreased with increase in particle size of the fly ash. 
The alloy ductility decreased with increase in the weight 
fraction of reinforced fly ash and decreased with increase in 
particle size of the fly ash (Kok and Ozdin 2006). (Charles and 
Arunachalam 2004) and (Anilkumar, H.S. et al. 2010) studied 
the properties of aluminium alloy hybrid composites (Al-
alloy/Silicon carbide (SiC)/fly ash). They reported that the 
wear and hardness were enhanced by increasing volume 
fraction of SiC. They also reported that the tensile strength 
was high at 10 volume fraction of SiC and decreased as the 
volume fraction increased. A further study was carried out by 
(Manoj, Deepak et al. 2009) on the development of 
aluminium based silicon carbide particulate metal matrix 
composite, where stir casting method was used to form metal 
matrix composite. Their result shows that an increase in the 
composition of SiC, increased the hardness and impact 
strength of the composite. It was also reveal that the best 
results was obtained at 25% weight fraction of 320 grit size 
SiC particles (Saravanana and Senthil 2013).  
The mechanical properties of aluminum alloy (Al2024) 
reinforced with SiC and graphite particles ware investigated 
by (Basavarajappa, Chandramohan et al. 2004). Their results 
revealed that the mechanical properties such as hardness, 
yield strength, ultimate tensile strength and compressive 
strength of the composite increased predominantly with the 
increase in volume fraction of the reinforcement. However, 
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the investigation of the abrasive wear behavior of an Al–
4.0Cu–0.75Mg alloy composites reinforced with SiC, Si3N4, 
Al2O3 produced by stir casting techniques by (Sato and 
Mehrabian 1976) showed that the wear rates of particulate 
composites were lower than those of the matrix aluminium 
alloy by a factor of 4. (Kok and Ozdin 2006) investigated the 
wear resistance of aluminium alloy reinforced with Al2O3 
particles fabricated by a vortex method, their result reveal that 
the abrasion wear resistance and wear resistance increased 
with increase in Al2O3 particle size and content. The effect of 
Al2O3 particle size on the wear resistance was more significant 
than that of the particle content.  
The work of (Kok 2003) on the effect of Al2O3 particle content 
and size on the porosity and mechanical properties of Al2O3 
particle-reinforced 2024 aluminium alloy composites and 
examination of the wettability problem during the 
incorporation of Al2O3 particles into the aluminium alloys. The 
result of the investigation shows that the density of the 
composites increased with increasing weight percentage 
and size of particles, whereas the porosity of the composites 
increased with decreasing size and increasing weight 
percentage of the particles. The wettability and the bonding 
force between Al alloy/Al2O3 particles were improved by the 
applied pressure after the casting. The tensile strength and 
hardness of MMCs increased while elongation decreased 
with decreasing size and increasing weight percentage of the 
particles (Udomphol 2007). The work of Ramesh et al, (2014) 
titled “Effect of reinforcement of natural residue (Quarry Dust) 
to enhance the properties of AMMCs, reported that here is 
significant improvement in the tensile strength and the 
hardness with addition of quarry dust particulates, having the 
tensile strength of matrix alloy and Al-quarry dust composites 
improved from 150 MPa to 172 MPa 
(Ameh, Isa et al. 2015) worked on “Effect of particle size and 
concentration on the mechanical properties of polyester/ 
date palm seed particulate composites”. They achieved 
optimum tensile strength of 16.7619 N/mm2 and elastic 
modulus of 343.8 N/mm2 at 15wt% and 10wt% loading 
respectively with 0.5mm particles. The percent water 
absorption was found to be least for 0.5mm particle size while 
hardness was enhanced to the maximum of 74 HRF (Rockwell 
Hardness Factor) by 2mm particle size at 25wt% loading. In a 
related work of (Alaa 2015) titled “Investigation of tensile and 
impact of composite materials reinforced with natural 
materials.” He concluded that the composite specimens 
reinforced with olive seeds powder gives high mechanical 
than composites specimens reinforced with dates seeds 
powder. He recorded value of modulus of elasticity and 
tensile strength at 18 wt% and grain size of 300μm for two 
types of powder. Effects of MoSi2 reinforcement and aging 
treatment on hardness and wear properties of AA 2024-
MoSi2 nanocomposites were investigated by Sameezadeh et 
al, 2011. They reported that, with increased volume fraction 
of nano MoSi2 up to 3-4%, the hardness of the composites 
continuously increased and that the particle agglomeration 

reduced the amount of effective nano particulate available 
and the particle strengthening effect diminished. 
It can be observed from the aforementioned literature 
reported that addition of date seed as reinforcement in 
aluminium alloy is rarely available. Hence there is need to 
investigate the effect addition of date seed particles in 
aluminium composite. According to (Souhail, Christophe et 
al. 2004), date fruit has been an important crop in arid and 
semiarid regions. This fruits plays an important part in the 
economic and social lives of the people of these regions. The 
fruit of the date palm is well known as a staple food 
composing of a fleshy pericarp and seed. The pits of date 
palm (seed) are a waste product of many industries, after 
transformation of the date fruits. It has been reported by 
(Mohammad, Mostafa et al. 2014) and (Mohamed, Souhail et 
al. 2013) that in some date-processing countries, such as 
Tunisia, date seeds are discarded as wastes or used as fodder 
for domestic farm animals. 
In most parts of northern Nigeria where date fruit is been 
heavily consumed, the seed is usually discarded as wastes 
after the fleshy pericap of the date has been eaten. More 
importantly, these date seeds turn out to be wastes after the 
date fruit has been consumed (eaten). Furthermore, the 
aluminium alloy used as melt in this work is off-cuts from the 
production of aluminium doors and windows. The addition of 
date seeds particles as reinforcement in aluminium 
composites was achieved through stir casting process with 
various weight fractions and grain sizes of date seeds 
particles. The effect of the reinforcing material on mechanical 
property of the aluminium composite was investigated and 
reported in this work. 
MATERIALS AND METHOD 
 Reinforcement Material 
The materials (date seeds) used in this work (Figure 1) was 
sourced from local vendor, with fleshy pericarp of the date 
fruits removed to obtain the seeds (Figure 1a). The seeds were 
sundried for one week to reduce and maintain the moisture 
content in other to aid the pulverizing process. After drying, 
local grinding machine was used to pulverize the date seeds, 
the pulverized seed particles (Figure 1b) were sieved using 
standard sieve sizes of 600, 500, 420 and 300 µm successively. 

(a)  (b) 
Figure 1. Date Seed Used in this Work (a) Raw Date Seeds  

and (b) Pulverized Date Seed 
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 Matrix Material 
In this work, the matrix phase of the composite is aluminium 
alloy. The aluminium was cast from aluminium scrap. The 
scraps (Figure 2) that was used for the melt were sourced 
from aluminium window frame and door fitters as off-cuts 
from aluminium alloy 6063 commonly referred to as 
architectural alloy which are normally used in window frames 
and doors as well as extrusions of parts. To minimize the level 
of impurity in the melt, the scraps were cleaned using steam 
and hand towel to removed dirt and colored inscriptions on 
the aluminium scraps. Table 1 gives the elemental 
composition of the aluminium scrap used. 

 
Figure 2. The Scrap (off-cuts) from Aluminium Alloy 6063 

 

Table 1. Elemental Compositions of the Aluminium Used 
Element Mg Si Fe Cr Cu 

wt. % 0.45-0.9 0.2-0.6 0.35 0.10 0.10 
Element Ti Mn Zn Al  

wt. % 0.10 0.10 0.10 Bal  
 

EXPERIMENTAL PROCEDURE 
 Sample Preparation 
The quantity of Aluminium scrap and date seeds particles 
required to produce composites having 5, 10, 15, and 20% 
weight of date seeds particles were evaluated using charge 
calculations. The date seeds particles were initially preheated 
at a temperature of 180oC for 20 minutes to help improve 
wettability with the aluminium alloy. Aluminium alloy was 
weighed and charged into the crucible. The loaded crucible 
was put into the heating chamber of the electric furnace and 
the temperature of the furnace was set to 850oC (150oC above 
the liquidus temperature of aluminium).  
The preheated date seeds particles was added at this 
temperature and stirring of the slurry was performed 
manually for 2 minutes. The composite slurry was then 
reheated to 8500C and a further stirring was carried out for 
another 2 minutes to help improve the distribution of the 
date seeds particles in the molten aluminium alloy. The 
molten composite was then cast into prepared sand molds. 
Unreinforced aluminium alloy was also prepared by casting 
for control experimentation. 
 

 Testing for Mechanical Properties 
≡ Tensile Test 
The tensile test was conducted according to ASTM E8/(E8M) 
(ASTM 2016) on each of the cast sample using Testometric 
Universal Testing Machine (TUTM) model FS50AT, with 
maximum load capacity of 50KN. The tensile test samples 
(Figure 3) were 10mm diameter and gauge length of 100mm, 
machined from the cast aluminium composites. Average of 
three readings was taken for each sample prepared from the 
cast aluminium alloy. Analyses of the tensile results were 
generated and obtained from the machine. 

(a) 

(b) 
Figure 3. Prepared Samples for Tensile Test (a) Schematic  

and (b) Sample Piece 
Figure 4 shows the impact test workpiece sample. In line with 
the ASTM E23-16b, the test was carried out on Avery-Denison 
Izod impact testing machine (model: 6705U/33122). The 
samples were prepared with gauge length of 55mm, 
diameter of 10mm, and notch depth and angle of mm and 
45oC respectively machined from the cast aluminium 
composites. 

(a) 

 (b) 
Figure 4. Sample for Izod Impact Test (a) Schematic  

and (b) Sample piece 
≡ Hardness Test  
The permanent depth of indentation was carried out on 30 
mm height samples (Figure 5) cut out of the as-cast 
aluminium composite for hardness test according to ASTM 
B647-10. The sample surfaces were prepared by grinding on 
emery paper of 400 grits thereafter polished to obtain flat and 
smooth surface before setting the samples on Rockwell 
hardness machine of model MCT-381DS. Average of three 
readings was taken for each sample. 
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Figure 5. One of the Prepared Samples with Indentations 

RESULTS AND DISCUSSIONS 
≡ Tensile Test 
Figure 6 shows the variation of tensile strength of the 
composites with different weight fractions of date seeds 
particles. It can be noted that the stress at upper yield 
increased with increase in the weight percentage of date 
seeds particles. Therefore the date seeds particles act as 
barriers to the dislocations when taking up the load applied 
(Basavarajappa, Chandramohan et al. 2004). The date seed 
particles obstruct the advancing dislocation front, thereby 
strengthening the matrix (Anilkumar, H.S. et al. 2010).  
Also, as the size of the date seeds particles increased, there 
was increase in tensile strength. Poor bonding of smaller size 
date seeds particles with the matrix could be the reason for 
this behavior. The observed improvement in tensile strength 
of the composite is attributed to the fact that the filler date 
seeds particles possess higher strength. The decrease in the 
tensile strength of the samples with date seeds particles 
weight fraction beyond 10% is due to the poor wettability of 
the reinforcement with the matrix. 

 
Figure 6. Variation of Tensile Strength  

with Weight Fraction of Date Seeds Particles 
 Impact Test 
The relation between weight fraction of date seeds particles 
reinforcement and impact energy of cast aluminium alloy 
composites at different grain sizes of 300µm and 500µm is 

shown in Figure 7. The fracture toughness (which is a 
measure of the composites resistance to crack propagation) 
was observed to decrease with increase in weight fraction of 
date seeds particles which is consistent with the trend in most 
hard particle reinforced metal matrix composites (Saravanana 
and Senthil 2013). The increased sites (particles, 
particle/matrix interfaces, and particle clusters) for crack 
nucleation with increasing weight fraction of the date seed 
particles were likely to be responsible for this observed trend, 
similar to the work of (Saravanana and Senthil 2013). 
Also as it was observed in tensile test result (Figure 6), increase 
in date seed particles size from 300 to 500 µm (Figure 7) gave 
a corresponding increase in impact energy of the aluminum 
composite. 

 
Figure 7. Variation of Impart Energy (J)  

with Weight Fraction of Date Seeds Particle 
 Hardness  
The behaviour of weight percentage of date seeds particles 
reinforcement on hardness of cast aluminium alloy 
composites at different grain sizes of 300 and 500 µm is 
shown in Figure 8.  

 
Figure 8. Variation of Hardness with Weight Fraction  

of Date Seeds Particles 
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It can be observed that the hardness of the composite 
increase steadily with increase in weight fraction of the date 
seeds particles up to 10%wt before the two size particles 
show a slight reduction in their hardness.  
However, the particle size of 500 µm has higher hardness 
values of 47 HBR as against that of 300µm particle size that 
has 44.83 HBR. This hardness behavior occurs due to increases 
in surface area of the matrix as a result of reduced grain size 
of the aluminium. Thus the presence of such hard surface area 
offers more resistance to plastic deformation which leads to 
increase hardness. Similar finding was reported by Saravanan, 
et al, 2015; Saravanana and Senthil 2013 and Swamy, et al, 
2011 Miracle 2005. 
CONCLUSIONS & FUTURE WORK 
The conclusions drawn from the present work can be 
summarized as follows: 
 The date seeds particulate as reinforcement in aluminium 

alloy composite can be used to improve the mechanical 
properties of aluminium alloy composite. 

 The hardness and tensile strength increase with increase 
in the weight fraction while the impact strength of the 
aluminium alloy decrease with increase in the weight 
fraction of reinforced date seeds particles. 

 It can also be concluded that the improvement in the 
mechanical properties can be accredited to high 
dislocation density of the material 

The following future works have been planned for this 
research: The effects of heat treatments on the various weight 
fractions (5, 10, 15 and 20%) of the compositions and the 
microstructural analysis of the various weight fraction of the 
compositions 
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DYNAMIC MODELING OF 3 DoF ROBOT MANIPULATOR 
 
1-2 University of Prishtina / Faculty of Mechanical Engineering, Prishtina, KOSOVO 
 
Abstract: Dynamical Modeling of robots is commonly first important step of Modeling, Analysis and Control of robotic systems. 
This paper is focused on using Denavit-Hartenberg (DH) convention for kinematics and Newton-Euler Formulations for dynamic 
modeling of 3 DoF - Degree of Freedom of 3D robot. The process of deriving of dynamical model is done using Software Maple. 
Derived Dynamical Model of 3 Dof robot is converted for Matlab software use for future analysis, control and simulations. 
Keywords: Modelling, dynamics, robot, analysis 
 
 

 
INTRODUCTION 
Dynamics is a huge field of study devoted to studying the 
forces required to cause motion. The dynamic motion of the 
manipulator arm in a robotic system is produced by the 
torques generated by the actuators. This relationship 
between the input torques and the time rates of change of 
the robot arm components configurations, represent the 
dynamic modeling of the robotic system which is concerned 
with the derivation of the equations of motion of the 
manipulator as a function of the forces and moments acting 
on. So, the dynamic modeling of a robot manipulator consists 
of finding the mapping between the forces exerted on the 
structures and the joint positions, velocities and accelerations. 
A good model has to satisfy two conflicting objectives.  
A robot manipulator is basically a positioning device. To 
control the position we must know the dynamic properties of 
the manipulator in order to know how much force to exert on 
it to cause it to move: too little force and the manipulator is 
slow to react; too much force and the arm may crash into 
objects or oscillate about its desired position. 
Deriving the dynamic equations of motion for robots is not a 
simple task due to the large number of degrees of freedom 
and nonlinearities present in the system. This part is 
concerned with the development of the dynamic model for 
3 Dof robot and their kinematics and dynamics equations. 
ROBOT STRUCTURE OF 3 DOF AND COORDINATE 
SYSTEMS 
Based on structure of 3 Dof robot (Figure 1), is created Table 
1 of Denavit-Hartenberg parameters for 3 DoF robot. 
 

Table 1. Denavit-Hartenberg parameters for 3 DoF robot 
Link # ai αi di θi 

1 0 0 d1 
*

1q  

2 0 β−  *
2d  0 

3 0 0
 

a3L  *
3q  

   * Joint variable 

 
Figure 1. Symbolic representation - Axes rotations for  

Denavit-Hartenberg parameters 
Denavit-Hartenberg transformation matrix for adjacent 
coordinate frames, i and i – 1. 
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Orthogonal rotation matrix Ri which transforms a vector in the 
i-th coordinate frame to a coordinate frame which is parallel 
to the (i-1)-th coordinate frame is first 3x3 sub-matrices of Ai: 
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for i=1,2, … , N, where )1(diagER 1N ==+  
DYNAMIC EQUATIONS – NEWTON-EULER FORMULATION 
Dynamics of robot is the study of motion with regard to forces 
(the study of the relationship between forces/torques and 
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motion).  A dynamic analysis of a manipulator is useful for the 
following purposes: 
— It determines the joint forces and torques required to 

produce specified end-effector motions (the direct 
dynamic problem). 

— It produces a mathematical model which simulates the 
motion of the manipulator under various loading 
conditions (the inverse dynamic problem) and/or control 
schemes. 

— It provides a dynamic model for use in the control of the 
actual manipulator. 

Dynamic modelling of mechanical structures can be a 
complex problem. In robotics, more specifically, in 
manipulators, there are two methodologies used for dynamic 
modelling.  
NEWTON-EULER FORMULATION  
The Newton-Euler formulation [1] shown in equations (1)-(9) 
computes the inverse dynamics (ie., joint torques/forces from 
joint positions, velocities, and accelerations) bases on two 
sets of recursions: the forward and backward recursions. The 
forward recursions (1)-(3) transform the kinematics variables 
from the base to the end-effector. The initial conditions (for 
i=0) assume that the manipulator is at rest in the gravitational 
field. The backward recursions (4)-(9) transform the forces and 
moments from the end-effector to the base, and culminate 
with the calculation of the joint torques/forces. 
Angular velocity of the i-th coordinate frame 
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Angular acceleration of the i-th coordinate frame 
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Linear acceleration of the i-th coordinate frame 
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where: [ ]Tiiiiii )sin(d)sin(dap α⋅α⋅=  is position of 
the i-th coordinate frame with respect to the (i – 1)-th 
coordinate frame. 
Initial conditions: 0v000 ==ω=ω  ;  Gravitational 

acceleration: [ ]Tzyx0 gggv = . 

Linear acceleration of the center-of-mass of link i 

iiiiiii v)s(sa  +×ω×ω+×ω=                         (4) 
where: si is position of center-of-mass of link i 
Net force exerted on link i:     

iii amF ⋅=                                            (5) 
Net moment exerted on link i 
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 Ii is moment of inertia tensor of link i about the centre-of-
mass of link i (parallel to the i-th coordinate frame), with only 
principal inertias Iixx, Iiyy and Iizz. Because of symmetry of link 
frames, cross-inertias can be used zero. 
Force exerted on link i by link i – 1:         

i1i
T

1ii FfRf +⋅= ++                                      (7) 
Moment exerted on link i by link i – 1     

iiiii1i
T

1ii FsNfpnRn ×++×+⋅= ++                  (8) 
Joint torque/force at joint i:                     














⋅⋅

⋅⋅

=τ

+

+

naltranslatio is  jointif)zR(f

rotational is  jointif)zR(n

0

T

1iTi

0

T

1iTi

i

       (9) 

DERIVING OF DYNAMICAL MODEL FOR 3 DOF ROBOT 
Based on Newton-Euler formulation (1-9), rotation matrices 
for links of robot (i=1,2,3) are: 



A CTA TECHNICA CORVINIENSIS – Bulletin of Engineering 
Tome XI [2018]  |  Fascicule 2 [April – June] 

97 | F a s c i c u l e  2  















 −
=

100
0)qcos()qsin(
0)qsin()qcos(

R 11

11

1
  




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


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001
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












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Initial conditions are: 











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


=

1
0
0

z0 ,  


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










=ω

0
0
0

0 ,  
















=ω

0
0
0
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














=

0
0
0
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














=

0
0
0

v0  

Forward recursions, for 3 DoF robot, (i=1,2,3). 
Angular velocity of the i-th coordinate frame: 

)qz(R 100
T

11 ⋅+ω⋅=ω  

1
T

22 R ω⋅=ω  

)qz(R 302
T

33 ⋅+ω⋅=ω  

Angular acceleration of the i-th coordinate frame: 

100100
T

11 qz)qz(R  ⋅×ω+⋅+ω⋅=ω  

1
T

22 R ω⋅=ω   

302302
T

33 qz)qz(R  ⋅×ω+⋅+ω⋅=ω  

Position of the i-th coordinate frame with respect to the (i-
1)-th coordinate frame:  
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Linear acceleration of the i-th coordinate frame:  

)p(pvRv 111110
T

11 ×ω×ω+×ω+⋅=   

)p()qz2(qzvRv 11201201
T

22 ×ω+⋅×ω+⋅+⋅=   

)p(pvRv 333332
T

33 ×ω×ω+×ω+⋅=   

Linear acceleration of the center-of-mass of link i: 

1111111 v)s(sa  +×ω×ω+×ω=  

2222222 v)s(sa  +×ω×ω+×ω=  

3333333 v)s(sa  +×ω×ω+×ω=  

Moment of inertia tensor of link i about the center of mass of 
link i (parallel to the i-th coordinate frame), with only principal 
inertias Iixx, Iiyy and Iizz. Because of symmetry of link frames, 
cross-inertias are used zero.     
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Net force and moment exerted on link i = 1,2,3: 

111 amF ⋅=   

222 amF ⋅=  

333 amF ⋅=  

)I(IN 111111 ω⋅×ω+ω⋅=   

)I(IN 222222 ω⋅×ω+ω⋅=   

)I(IN 333333 ω⋅×ω+ω⋅=   

Backward recursion (i=3,2,1); Force and moment exerted on 
link i by link i-1. 
By supposing that there are no outside load for end-effector 
are: 
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For link #3: 

3443 FfRf +⋅=  

33333443 FsNfpnRn ×++×+⋅=  

Torque at joint 3: 

)zR(n 03
T

33 ⋅⋅=τ  

For link #2: 

2332 FfRf +⋅=  

22222332 FsNfpnRn ×++×+⋅=  

Force at joint 2: 

)zR(f 02
T

22 ⋅⋅=τ  

For link #1: 

1221 FfRf +⋅=  

11111221 FsNfpnRn ×++×+⋅=  

Torque at joint 1: 

)zR(n 01
T

11 ⋅⋅=τ  

In the end the vector of Forces-Torques for 3 DoF robot is: 

















τ
τ
τ

=τ

3

2

1

 

Modeling-Calculations of 3 DoF robot is done using Maple 
software, equations are converted for Matlab use. 
CONCLUSION 
Based on presented paper can be concluded that Newton-
Euler formulation is very useful for dynamical modeling of 
systems generally and robotic systems especially.  
Use of Maple software is very useful for modelling of complex 
systems and representations of results symbolically – 
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representation of expressions of dynamical model with many 
characters (until 100000).  
Opportunity of Maple software to convert derived 
expressions for Matlab use is very helpful for future analyses 
and simulations of systems.  
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OPTIMIZATION OF FIBER ORIENTATION ANGLE OF A HYBRID Al / 
COMPOSITE CARDAN SHAFT 
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Abstract: One important property of composite materials is the possibility to change their characteristics by changing the fiber 
orientation angle. By determining the optimal fiber orientation, the resistance to the torque effect, as well as the value of the critical 
rotational speed, can significantly be increased. In this paper, using the finite element method, we have examined the effects of fiber 
orientation angle on the basic static and dynamic characteristics of the shaft (twist angles, natural frequency). The shaft is composed 
of a combination of aluminum and composite layers of carbon and aramid fibers. In the conclusion section of the paper, optimal 
variants of the shaft have been identified. 
Keywords: shaft, twist angles, natural frequency, aramid fiber, carbon fiber 
 
 
 
INTRODUCTION  
The modern development of technology and industry calls 
for more rigid requirements in terms of characteristics of 
materials used for manufacturing of various mechanical 
elements and constructions. For the purpose of getting 
better mechanical characteristics of certain products, over the 
last decades, there has been a growing tendency for using 
artificial materials. The advantage of composites as artificial 
materials over convential materials is in the fact that in their 
case the best characteristics of materials they are made of are 
used. Composite materials are the ones in which it is possible 
to optimize the mechanical features, machining and forming 
abilities, environmental effect, material and production costs, 
since they are made by combining two or more materials 
with complementary characteristics.  
Resistant and fiber-reinforced composite materials of high 
rigidity and relatively low specific weight are convenient for 
manufacturing of shafts. Composite shafts, when compared 
to steel shafts, are attibuted with less mass, less value of 
tension and deformation, extremely harmonic absoption of 
vibrations and higher values of its own frequencies. 
Numerous studies have dealth with optimal design of cardan 
shafts as well as with types of materials shafts are made of and 
of course with fiber orientation. The paper [1] presents an 
experimental and simulation studies to investigate the 
behaviour of composite hollow shafts, with a specific focus 
on the maximum torsion capacity of the composite hollow 
shaft for different winding angles.  The maximum static 
torsion capacity of kenaf yarn fibre reinforces unsaturated 
polyester composite shaft at a winding angle of 45° was 
higher strength than 90° orientation. 
In paper [2] examines the effect of fiber orientation angles 
and stacking sequence on the torsional stiffness, natural 
frequency, buckling strength, fatigue life and failure modes of 
composite tubes. FEA results showed that the natural 

frequency increases with decreasing fiber orientation angles. 
On the other hand, the critical buckling torque has a peak 
value at 90° and lowest at a range of 20–40° when the angle 
of one or two layers in a hybrid or all layers in non-hybrid 
changed similarly.  
In this study [3], a finite element analysis was used to design 
composite drive shafts incorporating carbon and glass fibers 
within an epoxy matrix. The results show that, in changing 
carbon fibers winding angle from 0° to 90°, the loss in the 
natural frequency of the shaft is 44.5%, while, shifting from the 
best to the worst stacking sequence, the drive shaft causes a 
loss of 46.07% in its buckling strength, which represents the 
major concern over shear strength in drive shaft design.  
A hybrid aluminum/composite is an advanced composite 
material that consists of aluminum tube wound onto outside 
by layers of composite material. This paper [4] investigates 
the maximum torsion capacity of the hybrid aluminum/ 
composite shaft for different winding angle, number of layers 
and stacking sequences. The hybrid shaft consists of 
aluminum tube wound outside by E-glass and carbon 
fibers/epoxy composite. The results show that the static 
torque capacity is significantly affected by changing the 
winding angle, stacking sequences and number of layers. 
DESIGN PROCEDURE 
The lamina is thin it is considered as the plane stress problem. 
Hence, it is possible to reduce the 3-D problem into 2-D 
problem. For unidirectional 2-D lamina, the stress-strain 
relationship in terms of physical material direction is given by 
[3]: 

1 11 12 1

2 12 22 2

12 66 12

Q Q 0
Q Q 0
0 0 Q

σ ε     
    σ = ε    
    τ γ     

.                 (1) 

The matrix [Q] is referred as the reduced stiffness matrix for 
the layer and its terms are given by: 
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11 12 22
11 12

12 21 12 21

22
22 66 12

12 21

E EQ ; Q
1 1

EQ ; Q G
1

ν
= =

− ν ν − ν ν

= =
− ν ν

                  (2) 

where: E is modulus of elasticity, G is modulusof rigidity and ν 
is Poisson’s ratio. 
In Descartes rectangular coordinate system x-y-z (x-axis is the 
axial shaft axis), whereas the angle of fibers is measured in 
reference to the positive direction of x-axis, the relation 
between tension and deformation may be presented as 
follows: 

x 11 12 16 x

y 12 22 26 y

xy 16 26 66 xy

Q Q Q
Q Q Q
Q Q Q

    σ ε
    σ = ε    

    τ γ    

.                    (3) 

The lowest natural frequency expression is given as: 

 x
n 4

gE If
2 WL
π

= .                                    (4) 

where g is the acceleration due to gravity, W is the weight per 
unit length, L is the shaft length and I is the second moment 
of inertia given, for a thin-walled tube, as: 

 ( )4 4 3
0 iI r r r t

4
π

= − ≈ π .                               (5) 

here, r0 is an outer radius, and ri is an inner radius. 
FINITE ELEMENT ANALYSIS COMPOSITE CARDAN SHAFT 
This paper analyses a real shaft of the truck TURBO ZETA 
85.14B, which is not made of steel, but of aluminium/ 
composite material [5]. Two different types of composite 
materials were used: carbon fibre/epoxy resin and aramid 
fibre/epoxy resin. Table 1 shows the basic properties of these 
composite materials.  
 

Table 1. Basic properties of composite materials 
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In Table 1, the following notation are used: E1- longitudinal 
modulus; E2 – transverse modulus; G12, G23 – shear modulus; ν 
– Poisson's ratio; ρ – density; tply – composite layer thickness. 
The basic dimensions of the analyzed shaft [5] are: shaft 
length 1.35 m, mean radius of the shaft 0.041 m, wall thickness 
of the ring shaped cross section of the shaft 0,003 m.  The 
shaft was tested under the action of maximum value of the 
static torsion moment of 5000 Nm. 
The analyzed shaft was modelled by linear isoparametric 
square shell finite elements. The model of the analyzed shaft 
can be seen in Figure 1. In the numerical analysis, the shaft is 

fixed at one end while the other is free and under the effect 
of the torque.  The NX Nastran software was used for the 
analysis. The composite part of the shaft consists of 8 layers 
(carbon fibers/epoxy resin and aramid fibers/epoxy resin). 

 
Figure 1. Finite element model  

of the aluminium/composite shaft 
Values of shaft torsion angles resulting from numerical 
calculation for both analyzed composite materials (carbon 
and aramide), at different values of fiber orientation angles, 
are indicated in Figure 2. 

 
Figure 2. Influence of fiber angle orientation to torsion angle value 

forhybrid Al/carbon and Al/aramide shafts 
As indicated in Figure no. 2 the values of torsion angles are 
somewhat lower in case of carbon versus aramide fibres. Also, 
one may see that in case of both materials, the highest values 
of shaft torsion angles are at fibre orientation angle of 0o, and 
the lowest with fiber orientation of ±45 o. 
By using NX Nastran software, the numerical values of natural 
frequencies of hybrid Al/carbon and Al/aramide shafts have 
been determined. On grounds of acquired values of natural 
frequencies fs , in the first oscillation critical numbers of 
rotations of analyzed shafts may be set applying the following 
expression: 

 60kr sn f= ⋅ .                                         (6) 
It is well known that the values of natural frequencies depend 
on ratio E1/ρ. In case of composite materials, that ratio varies 
and depends on fiber orientation. The ratio has the maximum 
value for the fiber angle of 0o, and it decreases as the 
orientation angles of fibers increase. In reference to that, 
Figure no. 3 shows that in case of carbon and aramide fibers 
of natural frequency, the critical number of shaft rotations 
have the highest value at angle of 0o, whereas the value drops 
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down with fiber orientation angle getting closer to ±45 o. Also, 
Figure 3 indicates that carbon fibers show significantly better 
results (higher values of critical number of rotations) than 
aramide fibers. 

 
Figure 3. Influence of fiber orientation angle upon values of critical 

number of rotations for hybrid Al/carbon and Al/aramide shafts 
CONCLUSION  
In this paper we have analyzed the relation between types of 
fiber and fiber orientation angles on one side and parameters 
such as shaft torsion angle and critical number of rotations on 
the other. The results show that orientation of fibers has a 
significant influence upon statistical and dynamic shaft 
characteristics.  
By way of analyzing shaft torsion angles, we got the best 
results for hybrid Al/carbon shafts with fiber orientation angle 
of ±45 o. For getting the highest possible values of critical 
number of rotations, carbon fibers with the least possible 
angles of fiber orientation should be used.  
Finding the optimal orientation of fibers helps in discovering 
the optimal design of composite shaft which would result 
also in reduction of production costs.  
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RECLAMATION OF BASE OIL FROM OIL WELLS DRILL CUTTINGS AND 
ITS DISPOSAL ECOLOGICAL HAZARD CONTROL 
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Abstract: The discharge of oil-based drill cuttings to open sea has been adjudged to cause acute and sub-lethal toxic effects such 
as smothering of seabed life (due to the formation of cuttings piles), poisoning of aquatic life (due to the presence of toxins), and 
eventual ecological disruption/eco-toxicological disturbances of offshore environment. Equally, oil based drilling fluids are 
desirable for drilling explorations but they are generally expensive; as a result, their recovery from drill cuttings has the outlook of 
offering economic benefit to oil and gas industries. In order to circumvent the possible dangers of drill cuttings and to recover oil 
based drilling fluid for reuse purposes, the treatment of oil-contaminated drill cuttings becomes indispensable. Thermal desorption 
facility of Warri Refinery in Delta State, Nigeria was employed for this study. Drill cuttings are removed by circulating the drilling 
fluid over mechanically controlled equipment such as shale shakers, high speed centrifuge, vortex dryers and thermal desorption 
system. The composition analysis of materials after treatment reveals 80% solids and 10% recovered base oil which is of high 
economic value. The Thermal Desorption Unit (TDU) process recovers between 10-12 m3 of oil in every treated 100 tons of oily 
cuttings. 
Keywords: investigation, reclamation, oil base cuttings, composition analysis, hazard control 
 
 
INTRODUCTION 
The Delta Basin of Nigeria is significantly rich in paraffinic and 
low sulphur crude oil; and this has encouraged oil 
explorations in the deepwater and continental shelves of low 
Niger parts (Niger-Delta expanses) of Nigeria. As a result, 
petroleum hazardous wastes come with the oil exploration 
activities in this region. However, drilling operations have 
been adjudged as the major source of these wastes. Apart 
from produced water, drill cuttings represent the greatest 
amount of discharges from petroleum related drilling 
activities [1].  
As it is well known, oil and gas explorations and drilling 
operations require the use of drilling fluids as the drill bit is 
advanced to the preferred earth depth. This is to facilitate 
proper cutting process. Thus, when the fluid is introduced 
through the drill string and injected under high pressure 
through nozzles at the drill bit, it cools and lubricates the drill 
bit, maintains hydrostatic pressure on the formation and 
stabilizes the borehole wall [2]. As the drill bit rotates and 
advances into the formation, small pieces of rock are broken 
off and they are then flushed from the borehole along the 
annulus between the drill string and borehole wall. Drilled 
muds which are viscous and complex formulation are ejected 
out of the borehole as well. The ejected mud includes finely 
divided materials such as ground ilemenite, bentonite, 
various clays, barite, lead ore, fibers, hulls and others in a liquid 
medium which may be aqueous (water or brine) or an oil 
(diesel oil) [3]. 
In general, three types of mud are currently used or produced 
during drilling operations; they include oil-based mud (OBM), 
this is primarily composed of diesel oil or mineral oil and 
additives; water based mud (OBM) which consists of base salt 

water or fresh water containing additives; and the third is 
synthetic-based mud (SM) which has oil-like base materials 
[4]. The water-based muds are not able to perform in high 
temperature conditions. Synthetic-based muds generally 
perform better than water-based muds but less than oil-
based muds. Oil-based muds are well suited for high 
temperature conditions because oil-based muds are 
paraffinic in nature with a relatively high boiling range [5, 6]. 
At the earth’s surface, the drill cuttings are separated from the 
drilled mud through the use of various mechanical solids 
control equipment such as shallers, high speed decanter or 
centrifugal mud cleaners and vortex dryer [7]. As a result, the 
separated drill cuttings consist of mixtures of base oil, 
pulverised material, speciality chemicals, sediment and 
reservoir/basin rock fragments [8] [9] [10] [11]. In addition, 
hydrocarbons and higher concentration of metals such as Ba, 
Cr, Cu, Ni, Pb, and Zn [9] are major constituents of the drill 
cuttings. Therefore, there is a need to decontaminate the 
cuttings and recover base oil from them. 
However, oil-based drill cuttings (OBDC) are hazardous solid 
wastes generated from drilling operations [12].  
The deposition of solid drill cuttings forms hydrocarbon 
contaminated cuttings piles (distinct anthropogenic legacy) 
underneath hundreds of oil platforms/sea beds as a result of 
oil exploration and production activities [10] [13]. This 
occurrence smothers seabed life and most importantly 
reduction in oxygen and anoxia development within the 
sediment piles occur due to microbial mediated diagenetic 
reactions in organic-rich cutting piles [10].  
Likewise, drill cuttings initiated weaker faunal response in the 
works of Hilde et al. [14] while Hilde et al. [15] investigated the 
role of physical disturbance in effects of water-based drill 
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cuttings on benthic ecosystems. It was revealed that drill 
cuttings caused significant reduction in the number of taxa, 
abundance, biomass and diversity of macrofauna. Katsiaryna 
et al. [16] conducted laboratory investigation on 
phytoplankton aggregates and it was observed that drill 
cuttings significantly affected the physical characteristics of 
phytodetritus. 
These drilling waste/cuttings must be treated because it 
cannot be discharged directly into a disposal site, not only 
because of their adverse effect upon the environment, but 
additionally because of the great value of oil contained in 
them. It has been a common practice to treat the oil drill 
cuttings in order to produce a solid material that can be 
disposed into the environment without injury to it.  
Few works have been carried out on the treatment of drill 
cuttings. Marina et al. [17] carried out microwave radiation 
treatment of drill cuttings contaminated with synthetic 
drilling fluid. It was reported that n-paraffin was successfully 
removed from the contaminated cuttings. Likewise, Robinson 
et al. [18] reported that drill cuttings can be efficiently 
microwave-treated under optimized conditions. Robinson et 
al. [19] revealed that higher microwave power and electric 
field strength influenced the mechanism of oil removal from 
drill cuttings. However, total decontamination of oil from the 
cuttings was achieved during microwave dry remediation of 
oil contaminated drill cuttings by Irineu et al. [20].  
On the other hand, Reginald et al. [21] worked on the 
stabilization/solidification of drill cuttings for forage 
production (elephant grass) in acidic soils. The 
stabilized/solidified drill cuttings were observed to improve 
the height and leaf lengths of the forage.  
Also, supercritical water oxidation of oil-based drill cuttings is 
also another approach of treating contaminated drill cuttings 
[12]. Chaillan et al. [22] revealed that the efficiency of 
bioremediation process of contaminated soil with drill 
cuttings is dependent on the inherent degradability of HC 
compounds. However, remediation of oil-based drill cuttings 
through a biosurfactant-based washing and biodegradation 
treatment was achieved by Ping et al. [23]. 
Basically, thermal/mechanical technologies are preferred and 
used to ensure proper treatment and recovery of base oil 
from drill cuttings. Although, there are other technologies 
involving chemical processing as highlighted above but 
thermal/mechanical processing has proven to be the best 
over time. Thermal technologies use high temperature to 
reclaim or destroy hydrocarbon-contaminated drill cuttings. 
It is the most efficient treatment for destroying organics, and 
it also reduces the volume and mobility of inorganics such as 
metals and salt [24].  
Thermal treatment can be an interim process to reduce 
toxicity and volume and prepare a waste stream for further 
treatment or disposal (such as landfill, land farming and land 
spreading), or it can be final treatment process resulting in 
inert solids, water and recovered base oil; the latter is the case 
with drill cuttings [25]. The thermal treatment technology is 

usually set up in a fixed land based installation, but can be 
made to be mobile to fit uses in an offshore rig platform if 
necessary but nonetheless large size and weight coupled 
with limited processing capacity have limited its use off shore. 
The cost for thermal treatment ranges from $75 to $150/ ton, 
with labor being a large component [26]. George and Smith 
[27] grouped thermal treatment technologies into two. The 
first group uses incineration (such as rotary kilns, and cement 
kilns) to destroy hydrocarbons by heating them to very high 
temperatures in the presence of air. Incineration is not 
commonly used for drilling cuttings because there is literarily 
no good recovery for the base oil. The second uses the 
thermal desorption principle, in which heat is applied directly 
or indirectly to the drill cuttings to vaporize, volatile and semi 
volatile components (base oil, water) without incinerating the 
oil. 
In some thermal desorption technologies the off-gases are 
combusted but in the case of drill cuttings where the base oil 
has to be recovered, the thermal phase is separated to 
recover the hydrocarbon (base oil) [28]. Pierce and Wood [29] 
and Ritter [30] state that the attachments of thermal 
desorption technologies include direct/indirect rotary kilns 
and hot oil processors, thermal phase separation, thermal 
plasma volatilization, and modula thermal processors. In the 
case of drill cuttings treatment, thermal phase separation is 
the type of thermal desorption unit used. 
The treatment of drill cuttings with thermal desorption unit 
has both economic and ecological benefits. For instance, 
thermal desorption process will facilitate the protection of the 
environment from hazardous oil-base drill cutting deposition 
and the recovery of water which can be retreated and put to 
use especially in arid regions. Similarly, the recovered soil with 
an oil residue of less than 0.5% can be sold to construction 
companies and used for road construction and building of 
houses or used for land filling and land spreading. 
Consequently, this paper examines the thermal desorption 
processing of drill cuttings obtained from the Delta-Basin of 
Nigeria. The recovered oil from the TDU was analyzed and 
compared to untreated base oil in order to identify the effect 
of TDU process on the reclaimed oil. 
METHODOLOGY 
Containment of drill cuttings such as synthetic (pseudo) oil 
based cuttings and other drilling waste in skips at the 
drilling/well sites is the first major operation.  
However, the process for separating drill cutting from the oil-
based drilling fluid starts from the well site with the use of 
mechanical solids control equipment prior to the 
transportation of the resultant residue to the waste 
management facility where thermal desorption technology is 
applied to recover the base oil from the contaminated drill 
cuttings.  
A typical sample of drill cuttings observed under microscope 
is shown in Figure 1. 
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Figure 1:  Sample of drill cuttings observed  

under microscope (drill cuttings) 
The overall methodology employed for the waste treatment 
and oil recovery process is grouped into two which are 
primary and secondary treatments respectively. The primary 
treatment system involves the use of drilling platform solids-
control systems to initiate solid separation at the well site. 
These systems employ shale shaker and centrifuge in their 
solid separation processes. Afterward, the secondary 
treatment is followed and this involves the handling of pre-
treated cuttings (from the primary treatment facility) in 
cuttings dryer and thermal desorption unit.  
These two methods of secondary treatment are employed to 
reduce drilling fluid retention on cuttings (ROC). Base oil 
recovery and extraction of environmental friendly drill 
cuttings are performed by the thermal desorption unit (TDU). 
The process separates incoming material (contaminated drill 
cuttings) and produces products like organic oil, water and 
pre-dried material. For instance, the employed thermal 
desorption unit feed system is shown in Figure 2 while its 
schematic diagram is illustrated in Figure 3.  

 
Figure 2: Thermal desorption unit feed system 

The incoming contaminated waste is fed to the feed hopper 
of the TDU. Subsequently, adjustable and controlled feeding 
is obtained by means of screw conveyers and gas sluices 
leading to the central processing unit as illustrated in Figure 
3. The processor is a specially designed rotary heat exchanger 
which is heated by a closed loop circulation of thermal fluid 

(boiler) heat. Thus, gaseous hydrocarbons and steam leaves 
the processor by means of a lower over pressure into the 
controlled condensation stage where liquefying is achieved. 
The liquid phase is collected in a separation tank; and 
consequently, condensed oil/organic and water are 
separated and pumped away respectively. Consequently, the 
percentage and composition analyses of the recovered oil 
with respect to the inlet tonnage of cuttings were carried out. 
However, section 2.1 gives the detailed descriptions of the 
compartments and procedures of the TDU employed for this 
study.  

 
Figure 3: Schematics of the Thermal desorption unit (TDU) 

THERMAL PROCESSING PROCEDURES  
The thermal processing procedures are as follow: 
 The contaminated drill cuttings are fed into the feed 

Hopper of the TDU by using a rotary head forklift to 
empty drill cuttings skips into the inlet hopper of the 
TDU;  

 Material to be processed is then fed into the TDU 
through a single screw conveyor system attached to the 
TDU unit as shown in Fig 3. The heart of the TDU is a 
horizontal vessel with a rotating heat exchanger located 
inside. The heat exchanger is comprised of a hollow shaft 
and vein through which hot rotating fluid (hot oil) is 
pumped. The design provides a large surface area for 
heat transfer to the Oil Base Mud Cuttings (OBMC’s) 
being processed. Paddles located on the periphery of 
the veins convey the OBMCs along the length of the 
processor as the heat exchanger rotates. The processor 
is capable of processing OBMCs at the rate of 20 to 40 
tonnes per hour.  

 The heat transfer fluid is heated by an 800kW diesel-fired 
boiler located within the processing system. The flow 
rate and temperature of the heat transfer fluid are 
controlled by a closed loop system to prevent 
degradation of the fluid. Emissions from the boiler are 
vented directly to the atmosphere through a 0.25m 
diameter stack discharging 3m above the roof level.  

 Evaporation of the hydrocarbons and water contained 
within the raw material takes place as the OBMCs are 
heated to approximately to between 80 to 2800 C and 
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move from the inlet end towards the outlet of the 
processor. Air locks are fitted at both the inlet and the 
outlet of the processor to prevent the escape of the 
released vapours. To prevent a flammable mixture 
forming within the processor as the vapours arise, the 
processor is purged of any air using nitrogen prior to 
processing any raw material. The hot vapours realised 
from the raw material are then drawn through a vapour 
scrubber, where the steam and most of the 
hydrocarbons are condensed. Gases not condensed in 
the vapour scrubbers are directed to the boiler for 
incineration. In the event of a boiler malfunction, the 
non-condensable gasses will be diverted to an activated 
carbon filter.  

 The mixture of water and hydrocarbon condensate 
generated by the process is separated into two streams 
by multi-stage settling. To minimize the potential for 
dust emissions from material handling operations, the 
cleaned solids arising from the process are moistened 
using the water recovered by the distillation. This 
recovered water accounts for the only wastewater 
generated by the process. There are no process water 
discharges to either public sewer or surface water.  

 The condensed hydrocarbons arising from the process 
are stored in settling tanks that are housed within the 
processing building. 

 The recovered water is reused in moistening and cooling 
down the solids at the outlet end of the treatment unit 
to prevent dusting effect. Excess recovered water is 
evaporated or can be condensed and used for other 
purposes if working in an arid region.  

 The processed solids are collected.  
 These solids are transported to the designated 

construction companies or are used in land filling or land 
spreading of swampy areas or lands with undulating 
topography.  

 The recovered oil is collected in the designated 
temporary storage tanks.  

RESULTS 
The base oil from contaminated drill cuttings was recovered, 
the negative impact on the environment from the processing 
of drilling for hydro-carbons (Oil, and gas) was reduced, there 
was economic control of the drill cuttings (due to the high 
cost of base oil), the resource was conserved by reuse, pure 
drill cuttings that is void of contaminants and which can be 
sold off for land filling and engineering construction was 
produced.  
The resultant drill cuttings oil content was brought below set 
standard by the government that is 0.5% compared to the 
acceptance standard of 1% oil in treated drill cuttings this is 
50% improvement over the set standard. The result of the 
composition analysis of the materials after treatment is as 
shown in Figure 4. 

 
Figure 4. Composition Analysis of Materials 

According to the chart provided in Figure 4, the composition 
assessment shows that 80% solid is obtained while oil residue 
in clean solids is less than 0.5% after thermal desorption 
treatment. Also, there is also 10% regenerated water and the 
recovered water in moistening and cooling down the solids 
at the outlet end of the treatment unit to prevent dusting 
effect. Excess recovered water is evaporated or can be 
condensed and used for other purposes if working in an arid 
region. Most importantly, there is 10% recovered base oil 
which as previously stated is of high economic value. 
However, Figures 5 and 6 gave the analysis of base oil before 
treatment and after treatment respectively. 

 
Figure 5. Analysis of base oil before treatment 

 
Figure 6. Analysis of recovered base oil after treatment 
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Similarly, Figure 5 and Figure 6 show that the 
structure/compositions of the recovered base oil have not 
been significantly altered by the thermal desorption 
separation process. This unchanged oil composition is one of 
the major advantages of the TDU processing and this 
occurrence is attributed to non-chemical induced treatment 
process. However, whenever the results are otherwise it is 
generally not acceptable.  
Likewise, the LTDU process recovers between 10 -12 m3 of oil 
in every 100 tonnes of oily treated cuttings. The recovered oil 
is high quality oil which is suitable for reuse in the fabrication 
of new drilling mud. The employed TDU is capable of 
processing approximately 50 tons of cuttings per 24 hour 
period. However, if maintenance time is taken into 
consideration, the TDU has a capacity to process 70,000 tons 
of cuttings per annum. Routinely, the recovered base oils 
inclusions are Baroid XP-07, star AP Envirotec, EDC 99 and 
petrofree (Esters). 
According to SPDC, the potential impact of drill cuttings can 
be reduced via Environmental management plan (EMP) to “as 
low as practically reasonable”. Based on this study, one of the 
effective approaches for reducing environmental impacts or 
an effective ecological hazard control is thermal desorption 
of drill cuttings.  
The treatment of Delta Basin drill cuttings in the thermal 
desorption unit (TDU) acts as an operative ecological hazard 
control process. Drill cuttings are obtained and transported to 
TDU for treatment instead of the perennial discharge to open 
sea. Thus, the formations of cutting piles and detrimental 
damage to the benthic communities of the Atlantics are 
utterly inhibited. Similarly, the cleaned or treated drill cuttings 
can be used for landfilling, as aggregate in construction, and 
as filler in bituminous mixtures as highlighted by Dhir et al. 
[31]. In addition, the recovered water from the TDU process 
can be retreated and use for other purposes.   
CONCLUSION  
Mechanical equipment based process or thermal desorption 
unit (TDU) has been effectively used in the treatment of 
contaminated drill cuttings and the recovered oil shows no 
significant variance with the untreated oil. This occurrence 
has been attributed to the predominant mechanical 
treatment process or non-chemical induced reaction of 
constituents of cuttings at elevated temperature. 
Consequently, environmental protection from the dangers 
associated with the disposal of well cuttings can be 
harnessed via thermal desorption processing.  
Similarly, TDU has not only helped the oil and gas industries 
in complying with the laws of the Federal Republic of Nigeria 
but it has also retrospectively saved cost of drilling by reuse 
of recovered base oil. Economic benefit is expected from the 
successive drilling processes with the recovered oil. The 
treated final cuttings also have economic benefits especially 
for engineering construction and land filling. 
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EXAMINATION OF WEED VEGETATION OF A VINEYARD ON SANDY SOIL 
 
1-4. Pallas Athena University, Faculty of Horticulture and Rural Development, Kecskemét, HUNGARY 
 
Abstract: Weeds are particularly competitive with grapes on sandy soil. They extract water and nutrients from the crops besides 
they shade plants. A weed survey was carried out in the demonstration vineyard of the Faculty of Horticulture and Rural 
Development of Pallas Athena University, in Kecskemét, in Hungary. The coenological survey was in 10th September 2015. The 
recordings were made in 5 x 2 m plots with Braun-Blanquet methods. Factors affecting of weed communities: 1. Grown in culture; 
2. Climatic factors; 3. Soil type; 4. Soil cultivation; 5. Methods of weed control; 6. Allelopathy. We found four types of weed 
communities: 1. Puncture vine (Tribulus terrestris); 2. Common purslane (Portulaca oleracea); 3. White goosefoot (Chenopodium 
album); 4. Bindweed (Convolvulus arvensis). 
Keywords: weed control, soil cover, allelopathy, vineyard, Braun-Blanquet methods 
 
 
 
INTRODUCTION  
It is well known that the field and horticultural crop 
production have among the primary factors reducing crop of 
weed plants. The weeds in the early stages of cultivation, 
when people of different wild plants were placed in culture, 
mass appeared in the sowing of crops such as pests. Since 
then the ecologically better adapted to characterize weeds 
and cultivated plants are less adaptable ceaseless struggle 
between them. The soil cultivation, plant care, in general, is 
that modern agricultural technology to, determines how 
much damage caused by weeds. The loss is estimated to 
reach 25-30% respectively.  
Factors affecting weed associations:  
 Cultivated culture  
 Climatic factors  
 Soil type  
 Soil cultivation  
 Weed control methods  
 Allelopathy 
Weed associations characterized by:  
 Influenced by human activity  
 Varied in appearance, often a result of random events 

occurs  
 High degree of adaptation, tolerance  
 Low stability in  
 A large proportion of invasive adventives species  
 Due to anthropogenic influence is difficult to organize  
 Are spreading due to the natural environment 

disturbance.  
The aim of the experiment was to examine how the above 
mentioned factors affect the composition of the weed flora in 
the investigated territory. 
MATERIALS AND METHODS 
A weed survey was carried out in the demonstration vineyard 
of the Faculty of Horticulture and Rural Development of Pallas 
Athena University, in Kecskemét, in Hungary. The area was 

added to coenological comment carried out on 10 
September 2015. The survey was weighed and 
phytosociological survey was carried out 5 x 2 meter area. The 
quadrates were evaluated Braun-Blanquet's method [1].  
The definition of weed:  
 Ujvárosi [2]: The natural vegetation does not occur only in 

the areas of culture, or members of the ancient vegetation, 
but cultivated areas conquered space. 

 Lehoczky [3]: Weed is any plant which there occurs where 
undesirable.  

 Holzner [4]: A man weeds growing plants best adapted to 
the activities that significantly affect agricultural 
cultivation. 

 Bunting [5]: The weeds are pioneer species in secondary 
succession.  

 Hunyadi [6]: Weeds are called plants or plant parts 
(rhizome, onion, etc.) of any stage of development which 
occur where it is not desired.  

The emergence of the weed plant of vegetation was 
adaptation to the environment formed by man. Any weed 
plant can be considered harmful to us under the 
circumstances.  
According of habitats:  
 field, pasture;  
 cutting areas;  
 disturbance areas, around of human domiciles  
The damages caused by pest’s weeds forms:  
 The habitat occupation 
 The use of soil water reserves 
 The use of nutrient stocks 
 Parasitism 
 Intermediate hosts of diseases, of pests propagation 
 Increasing the cost of production 
 Value of the downgrading 
 Toxic weeds [2]. 
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We found four types of weed communities: 
 Puncture vine (Tribulus terrestris) 
 Common purslane (Portulaca oleracea)  
 White goosefoot (Chenopodium album)  
 Bindweed (Convolvulus arvensis)  
⧉ Puncture vine (Tribulus terrestris) 
T. terrestris is an annual plant. The plant is slim, 60 cm height. 
Time of flowering was from July till late autumn. The flower 
colour is yellow. Spread through the tropical and subtropical 
areas. Nowadays is a cosmopolitan species. In Hungary of the 
Great Plains hacked in the loose, dry, wind blew, sandy soil 
was very common. Puncture vine was one of the most 
unpleasant weeds in Hungary.  
In open fields, it is mostly found in capture cultures and 
stubble, but it is often found in gardens and vineyards. In 
cereals (if they are rare) they reach development until 
flowering. Tribulus terrestris disinfected with stubble and 
cereals at the end of summer. Where the soil was richer in 
humus, and ceases its quicksand nature, the Puncture vine is 
no longer alive. Life forms: T4 (annual plant, germination of 
spring, flowering of late summer) [2, 7, 8]. 
⧉ Bindweed (Convolvulus arvensis) 
C. arvensis is a perennial plant; bindweed was one of the most 
common arable weeds. The underground stems and roots 
can also go down to a depth of 2-3 meter of soil. Time of 
flowering was from early June till the first autumn frost. The 
flowers are white or pink. Throughout the world was spread 
and is one of the most pernicious weeds. It was originally in 
Europe and Asia was native to warmer regions, spread out in 
all directions here. In Hungary of the Great Plains Plain high 
levelled in the hot, dry regions of strongly bound soils, 
especially clay of meadow.  
It is common in fields, gardens, orchards, vineyards, roads, 
artificial or planed grasslands. The damage is very large, 
because it not only takes up the place of the crop and takes 
away the food, but it is overshadowed by its massive foliage, 
it is hindered by its close attachment to development and, in 
particular, it is a major cause of the collapse of cereals.  
It also tolerates the highest dryness, because its roots 
penetrate to the constantly damp ground floor several 
meters deep. Convolvulus arvensis does not like shading. 
Regular autumn deep plowing and crop density significantly 
suppresses the spread. Life forms: G3 (in soil for wintering 
perennials) [2, 7, 8].  
⧉ White goosefoot (Chenopodium album) 
C. album is a most common annual weed. White goosefoot 
was not only in the open fields, but all the nutrient-rich 
cultures occur. The plant height was 20-150 cm. Time of 
flowering was from mid-June till autumn (frosts onset). The 
flower colour is green. It is spread all over the Earth except the 
polar circles.  
In Hungary, it is very common in all kinds of soil, both in arable 
land and on plains, along roads, in gardens, in vineyards, 
everywhere where humus is disturbed. Frequent in all types 
of crops, but mainly in cereals. The soil is full of seeds, and 

when humidity is ensured, it sprouts well from spring to 
autumn. Chenopodium album damage is very high, because 
he grows fast and does not absorb the food and the water 
from the sown plant, but it completely overshadows and 
destroys it. Gardens, vineyards can only defend against 
constant hoeing. Life forms: T4 (annual plant, germination of 
spring, flowering of late summer) [2, 7, 8]. 
⧉ Common purslane (Portulaca oleracea) 
P. oleracea is an annual plant, 15-30 cm height, succulent’s 
plant. The sandy soil was of most burdensome weeds. Time 
of flowering was from July till frosts. The flower colour is 
yellow. Today almost on the Earth carried into temperate 
zone and warm zone, cosmopolitan species. It is spread in 
Hungary in sandy and loamy soils, but especially in the loose 
sand area.  
In some places it is still heavily saline soils. In the middle of 
summer, it is found in large quantities in all cereals and 
stubble, in gardens, in vineyards, on cracked sandy soils, on 
abandoned fields, along roads, but especially in sandy garden 
and vineyards. Its seeds are large in the soil, they are full of 
reality.  
After each hoeing, a new seed begins to germinate. It is 
precisely this property that we use to control it, because in 
this way we can spill it out of the soil in almost unlimited 
quantities, and gradually deepen the cultivation, and we can 
clean the top layer of the soil. It is extremely sensitive to 
freezing and in the late May frosts and in the autumn, the first 
dwarf completely destroys it. The heat of summer was 
incredible to grown rapidly. Life forms: T4 (annual plant, 
germination of spring, flowering of late summer) [2, 7, 8]. 
RESULTS 
 The area we were able to isolate four weed territories: 
 Puncture vine (Tribulus terrestris) (Table 1 and Figure 1);  
 Bindweed (Convolvulus arvensis) (Table 2 and Figure 2);  
 White goosefoot (Chenopodium album) (Table 3 and 

Figure 3);  
 Common purslane (Portulaca oleracea) (Table 4 and Figure 

4).  
Table 1. Puncture vine (Tribulus terrestris) area  
Plant species Casing (%) A-D value 

Tribulus terrestris 50 3-4 
Portulaca oleracea 10 2 

Digitaria sanguinalis 10 2 
Setaris viridis 5 1-2 

Amaranthus retroflexus 5 1-2 
Melandrium album 0.5 + 

 
Table 2. Bindweed (Convolvulus arvensis) area 
Plant species Casing (%) A-D value 

Convolvulus arvensis 60 4 
Portulaca oleracea 10 2 

Eragrostis poaeoides 5 1 
Setaria viridis 3 +-1 

Amaranthus retroflexus 5 1 
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Figure 1.Puncture vine (Tribulus terrestris) area 

 
Figure 2. Bindweed (Convolvulus arvensis) area 

 
Figure 3. White goosefoot (Chenopodium album) area 

 
Table 3. White goosefoot (Chenopodium album) area  

Plant species Casing (%) A-D value 
Chenopodium album 30 2-3 

Portulaca oleracea 10 1-2 
Chenopodium aristatum 5 1 
Amaranthus retroflexus 5 1 

Eragrostis poaeoides 5 1 
Agropyron repens 3 +-1 

Ailanthus altissima 0.5 + 

 
Figure 4. Common purslane (Portulaca oleracea) area 

 
Table 4. Common purslane (Portulaca oleracea) area  

Plant species Casing (%) A-D value 
Portulaca oleracea 70 4-5 

Eragrostis poaeoides 10 2 
Chenopodium aristatum 5 1-2 

 

All four examined areas can be found in common purslane 
(Portulaca oleracea). Three places were found in Amaranthus 
retroflexus and Eragrostis poaeoides. Two study areas there are 
Setaria viridis and Chenopodium aristatum.  
CONCLUSIONS 
 On the sandy soil has a low humus content of extreme 

dryness tolerant weeds typically: Tribulus terrestris and 
Portulaca oleracea.  

 On the sandy soil warm up quickly accumulating weeds: 
Chenopodium aristatum, Chenopodium album, 
Amaranthus retroflexus and Convolvulus arvensis.  

 Mechanical weed control (hoeing) forced back as a result 
of the perennial plant species.  

 Weed species has been area with allelopathy: 
Chenopodium album, Portulaca oleracea and Tribulus 
terrestris.  
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Abstract: The Reverse Engineering has already found an extensive application in industry and other different fields. Reverse 
engineering (RE) is a process of taking the existing physical model and reproducing its surface geometry in three-dimensional (3D) 
data file on a computer-aided design (CAD) system. This paper will analyze the real situation in one industrial plant and provide 
comparative analysis of the application of current measuring methods and possibility of incorporating digital measurement. The 
Reverse Engineering (RE) is based on a method of reducing the time of dimensioning and modeling of mechanical parts which 
can be complex by geometry or dimensionally very accurate. In this paper we can give some practical examples of parts that are 
really produced in one manufacturing factory. Recommendation for digitalization will be of crucial importance for every company 
in its measurement and quality control activities. 
Keywords: Reverse Engineering (RE), Manufacturing, CAD, Measurement, Digitalization 
 
 
INTRODUCTION 
Global competition in the world industry today is very high.  
So the companies are trying continually to be competitive on 
global market by looking for new ways to reduce production 
times and develop new products to meet all the consumers 
requirements. Mostly, the investments of the manufacturing 
companies are concentrated on Reverse Engineering (RE), 
CAD / CAM, Rapid Prototyping (RP) and a large number of 
new technologies that offer greater production, business 
benefits and greater profit.      
Reverse Engineering (RE) is now considered as one of the new 
technologies that provides bigger business benefits using 
shortening the product development cycle. 
Reverse Engineering has been associated with the copying of 
an original product design for competitive purposes. In the 
manufacturing world today, however, the concept of reverse 
engineering is being legally applied for producing new 
products or variations of old products. The term reverse 
comes from the concept of bi-directional data exchange 
between the digital and physical world [12].  
Its application is already proven in many areas of engineering 
and everyday life. There are many reasons why it should be 
used.  
Some of the reasons for using Reverse Engineering are given 
below: 
 The original manufacturer no longer exists, but a customer 

needs the product. 
 The original product design documentation has been lost 

or never existed. 
 Creating data for renewing or manufacturing a part for 

which there is no CAD data, or for which the data have 
become unusable or lost. 

 Inspection Quality Control–Comparing a fabricated part to 
its CAD description or to a standard item. 

 Some bad features of a product need to be eliminated. 
 Strengthening the good features of a product based on 

long-term usage. 
 Exploring new ways to improve product performance and 

features. 
 Architectural and construction documentation and 

measurement. 
 Fitting clothing or footwear to individuals and 

determining the anthropometry of a population.  
 Generating data to create dental or surgical prosthetics, 

artificial engineered body parts, or for surgical planning. 
 Creating 3-D data from a model or sculpture for animation 

in games and movies. 
 Creating 3-D data from an individual, model or sculpture 

to create, scale, or reproduce art work. 
The above list is not exhaustive and there are many more 
reasons for using Reverse Engineering, than documented 
above [1]. 

 
Figure 1. Comparison of Reverse Engineering and classic 

production processes [2] 
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Classic machining process begins from CAD model and ends 
by component production. Reverse Engineering process is 
opposite. At the beginning is real component and it ends 
with digital model. This is shown on Figure 1 [2]. 
DEVELOPMENT AND APPLICATION OF REVERSE 
ENGINEERING 
Reverse Engineering covers a variety of approaches to 
reproduce a physical object with the aid of drawings, 
documentation, or computer model data. In the broadest 
sense, Reverse Engineering is manual work or use of 
computer and some kind of software to reproduce 
something. 
Reverse Engineering is one of the methods used by 
companies in order to accelerate their product design 
process and this method is desire for access to the new 
technologies with minimum cost, risk and time [11]. This 
method in the developing countries that are not so advanced 
in terms of product and technology design knowledge, 
compared to the developed countries, is a logical response to 
increase designing capability and accelerate the design and 
manufacturing process. 
Reverse Engineering is no longer used just only for bringing 
again the old technology back to life. It is also for using 
existing or old technology as a launch pad directly into the 
future [3].  
Reverse Engineering techniques are being used in a wide 
range of applications and it is not restricted only to the 
industry. The type of Reverse Engineering that will be 
discussed in this paper is a technique where the physical 
dimensions of a part are being captured in order to be 
produced a detailed drawing of the part. In the Computer 
Aided Manufacturing (CAM) world, this is referred as part to 
CAD conversion, where the geometry of the physical objects 
is captured as digital 3-D CAD Data [4].     
The generic process of Reverse Engineering is a three-phase 
process shown in Figure 2. The three phases are: scanning, 
point processing, and development for the particular 
application specific geometric model [1]. 
 Scanning Phase: This phase is connected with the 

scanning strategy. Its include: selecting the correct 
scanning technique, preparing the part to be scanned, 
and performing the actual scanning to capture 
information that describes all geometric features of the 
part such as steps, slots, pockets, and holes.  

 Point Processing Phase: This phase involves importing 
the point cloud data, reducing the noise in the data 
collected, and reducing the number of points. A wide 
range of commercial software are available for point 
processing. The output of the point processing phase is a 
clean, merged, point cloud data set in the most 
convenient format.  

 Application-Geometric Model Development Phase: 
The generation of CAD models from point data is probably 
the most complex activity within Reverse Engineering.  
Sophisticated surface fitting algorithms are required in 

order to be generated surfaces that accurately represent 
the three-dimensional information described within the 
point cloud data sets. 

 
Figure 2. Reverse Engineering – the generic process [1] 

Reverse Engineering strategy must consider the following: 
 Reason for Reverse Engineering of a part 
 Number of parts to be scanned–single or multiple 
 Part size–large or small 
 Part complexity–simple or complex 
 Part material–hard or soft 
 Part finish–shiny or blurry 
 Part geometry–cylindrical or prismatic and internal or 

external 
 Accuracy required–linear or volumetric    
Computer-Aided Reverse Engineering (CARE) relies on the 
use of computer-aided tools for obtaining the part geometry, 
identifying its material, improving the design, tooling 
fabrication, manufacturing planning and physical realisation.    
The structure is shown in Figure 3. 
A solid model of the part is the backbone for Computer-Aided 
Reverse Engineering. The model data can be exported from 
or imported into CAD/CAE/CAM system using standard 
formats such as IGES, STL, VDA and STEP. The three most 
important sets of data in Reverse Engineering activities are 
related to the CAD model generation, material identification, 
and manufacturing [5]. 
Reverse Engineering (RE) is generally defined as a process of 
analyzing an object or existing system using hardware and 
software, to identify its components, their interrelationships 
and to investigate how it works in order to redesign it or 
produce a copy without access to the design from which it 
was originally produced. 
Reverse Engineering hardware is used for Reverse 
Engineering data acquisition, which for 3-D modeling, is the 
collection of geometric data that represent a physical object. 
There are three main technologies for Reverse Engineering 
data acquisition: contact (Figure 4.), noncontact and 
destructive. Outputs of the Reverse Engineering data 
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acquisition process are 2-D cross-sectional images and point 
clouds that define the geometry of an object. 

 
Figure 3. Computer-Aided Reverse Engineering framework [5] 

 
Figure 4.  Reverse Engineering hardware classification [1] 

Reverse Engineering software is used to transform the 
Reverse Engineering data produced by Reverse Engineering 
hardware into 3-D geometric models. The final outputs of the 
Reverse Engineering data processing chain can be one of two 
types of 3-D data: (i) polygons or (ii) NURBS (no uniform 
rational B-splines). Polygon models, which are normally in the 
STL, VRML, or DXF format, are commonly used for rapid 
prototyping, laser milling, 3-D graphics, simulation, and 
animations. NURBS surfaces or solids, are frequently used in 
Computer-Aided Design, Manufacturing, and Engineering 
(CAD-CAM-CAE) applications [1]. 
Except the advantages obtained by the use of Reverse 
Engineering, during the implementation, we encountered 
some barriers that are necessary to be overcome for its wider 
acceptance. As can be seen from Figure 5, this study proposes 
a three-phased factor analysis approach in order to determine 
the critical factors that effects the adoption of Reverse 
Engineering technologies. 
 Factor determination phase is a hypothetical research 

model and it uses a multidimensional model to represent 
the organizational, environmental, and project 
dimensional factors. Using of such dimensional model 
allows clustering the factors, and also facilitates a logical 
data collection and analysis study. 

 Data collection phase offers a qualitative approach using 
interviews with experts in the field of Reverse Engineering. 
The data collection was carried out by Reverse 
Engineering Expert and a qualified Coordinate Measuring 
Machine (CMM) operator. Both of them analyzed the 
collected data. Face-to-face interviews, approximately 50 
minutes long, were conducted. The number of 
interviewees was determined during data collection. The 
interviewing was stopped in the moment, when no new 
information was obtained from interviewees and 
saturation was reached. 

 Data analysis phase is closely aligned with the 
empirical phase. After data are collected, the data are 
prepared for analysis. The quantitative data are typically 
entered into a statistical program and qualitative data are 
often transcribed in order to facilitate data analysis.  

 
Figure 5. Factor analysis approach [1] 

As we know with Reverse Engineering, for an existing 
mechanical part we make the technical drawings in order to 
make a production of it.  Because the original part already 
physically exists, some people believe that Reverse 
Engineering and duplicating are the same. 
But this is not true, because duplicating process is based on 
expected short time benefits in order to make profit through 
manufacturing of products which will provide less of the 
properties and functional specifications compared with the 
original products. Duplicating differs from Reverse 
Engineering in sense that products made with duplicating 
will result in products on low level technology. In case of 
complicated products, duplicating will not result in adoption 
of technology of manufacturing.  Instead of that, Reverse 
Engineering will result in preparing production technology, 
similar or better, than previous used for manufacturing the 
original part. Manufacturing of products with Reverse 
Engineering approach is based on a long term benefits and 
innovations. Application of updated standards, 
manufacturing of optimized products and working on 
products development and improvement is the best scheme 
in adopting Reverse Engineering methods [3].  
TECHNIQUES AND TOOLS FOR CASE STUDY  
Main techniques used by Reverse Engineering for our case 
study are calipers used for measurement, Autodesk Inventor 
software used for CAD modelling and CNC Milling machine 
that it used for realising the physical part. The current 
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situation in the factory offers the above mentioned 
possibilities. The production is mainly individual with different 
quality requirements. So the application of Reverse 
Engineering is not continuous, but it depends on every 
specific case. 
A.  Calipers 
Using the calipers as device of measurement is considering as 
(Reverse Engineering) manual process for taking the 
dimensions from different mechanical parts. Then, from these 
measurements, we could manually define a 3D computer 
model using CAD primitives. There are different constructions 
of calipers, but in principle there are not very big differences 
between them. All of them have a purpose of reducing the 
measuring error and increasing the accuracy of the reading. 
The Figure 6 shows standard vernier caliper.  
The parts of the caliper include:  
1. Outside large jaws: used to measure external diameter or 

width of an object 
2. Inside small jaws: used to measure internal diameter of 

an object 
3. Depth probe/rod: used to measure depths of an object 

or a hole 
4. Main scale: scale marked every mm 
5. Main scale: scale marked in inches and fractions 
6. Vernier scale gives interpolated measurements to 0.1 mm 

or better 
7. Vernier scale gives interpolated measurements in 

fractions of an inch 
8. Retainer: used to block movable part to allow the easy 

transferring of a measurement 

 
Figure 6 . Vernier caliper [6] 

B. CNC Milling Machine 
CNC is the abbreviation of Computer Numerical Control. The 
working principle of these highly flexible machines is based 
on converting the CAD (Computer Aided Design) of the part 
with CAM (Computer Aided Manufacturing) software in 
cutting tool trajectory (in coordinates). These Computer 
Numerical Control Machines made revolution in 
manufacturing, enabling production of different complex 
parts, with different accuracy and different materials.  
CNC milling machines are the most widely used type of CNC 
machines. Typically, they are grouped by the number of axes 
simultaneously operating. Axes are labeled with various 
letters [7].  
The machine shown in Figure 7 was taken from the Factory 
where the mechanical parts presented in this paper, as case 
study, were produced. 

 
Figure 7. CNC Milling machine [8] 

PRACTICAL ANALYSIS  
Damage of machine parts is a serious problem in production. 
It affects production efficiency and causes financial losses due 
to machine(s) malfunction. Most threatened are components 
like transmission parts, tools or electronics. Our examples 
show cases of a damaged: tool part (precision) and 
mechanical part (complex geometry). 
A. Tool part (precision) 
Figure 8 shows tool part which has some damage or cracks 
along the channels and holes.  
For this part, which has to be produced again, first must be 
estimated the costs and required time for manufacturing. The 
precision and the type of tool material are the two main 
components necessary for the measurement and 
reconstruction procedure. 

 
Figure 8.  Tool (original version) [8] 

Based on the damages that exist on the tool, we have 
recommended that it should be produced a completely new 
part. In this case it is possible to apply Reverse Engineering to 
eliminate possible machine damage due to the tool damage. 
The tool part was measured with calipers and we made a CAD 
model of the part (tool) with Autodesk Inventor. 

 
Figure 9. Measurement of tool part [8] 

After we have made the measurements of the existing work 
piece (Figure 9) and created a 3D model through the software 
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(Figure 10), the next step was the machining the part on the 
respective machine (Figure 11),   
The tool part was drawn in 1:1 ratio, so its conversion in 
required different forms was very easy. 
The software used in this case (Autodesk INVENTOR 2017) is 
very professional and provides many opportunities for 
designing and correction of parts. 

 
Figure 10. CAD model of tool part 

 
Figure 11. Production of tool part with CNC Milling machine [8] 
B. Mechanical part (complex geometry) 
The mechanical part shown in Figure 12 is used like housing 
for holding shafts with bearings and it makes an assembly 
with bolts with another part. This broken mechanical part 
should have been manufactured again with previous 
estimation of costs and necessary time for production. The 
complex geometry of this mechanical part was very difficult 
to be measured and to be created a 3D geometrical model.  
The requirement was to compare the original part produced 
with casting, with the part made of construction steel 
manufactured by milling. We made some optimization in 
geometric shape of the mechanical part in order to obtain 
easier manufacturing, but the functionality remained still 
unchanged, the same like in the original part.  

 
Figure 12. Mechanical part (original version) [8] 

Based on the damages that are presented in the Figure 12, we 
recommended that mechanical part should be produced as 

a new one. In this case it is also possible to apply Reverse 
Engineering in order to eliminate the part damage. The part 
was measured with calipers and we made a CAD model of the 
mechanical part with Autodesk Inventor (Figure 13). 

 
Figure 13. CAD model of the mechanical part 

After we have made the measurement of the existing work 
piece and creating the 3D model through the software 
(Figure 13), the next step was the manufacturing on the 
milling machine (figure 14). 

 
Figure 14. New mechanical part produced  

with milling and welding 
RECOMMENDATIONS FOR IMPROVEMENT  
Analyzing the current situation in the Factory which was 
given as  a practical example, it could be mentioned that the 
measurement of the machine parts with calipers affects on 
continuous loss of time during the measurement process and  
reduces the reliability for accurate measurements. 
Error criteria set by the parts ordered for rejection of 
mechanical parts was 0.1 mm. Parts with errors above 0.1 mm 
were considered as a scrap.   
The above given examples, show us that the application of 
Coordinate Measuring Machine (CMM) technology would be 
much better, because the accuracy will be higher and the 
ability to make corrections will be much faster.  
Coordinate Measuring Machine (CMM) consists of a probe 
supported on three mutually perpendicular (x, y, and z) axes 
(Figure 15). 
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Figure 15. Conceptual view of a Coordinate  

Measuring Machine (CMM) [1] 
Coordinate Measuring Machine (CMM) generates 3-D 
coordinate points, as the probe moves across the surface of 
the part. Operators may run Coordinate Measuring Machine 
(CMM)   in a manual mode where they move the probe 
around an object and collect coordinate measurements, or 
they may program the probe to move automatically around 
the part [1]. 
The Coordinate Measuring Machines (CMM)   can be divided 
into mainly two major types: with contact-type measurement 
system and with non-contact measurement system [9]. 
Reverse Engineering using 3D digitizing is a potential 
methodology to make virtual prototype models for analysis 
and 3D visualization of the products [10]. 
Applying Reverse Engineering will be essential for the 
technical and economic development of the analyzed 
Factory in general. 
CONCLUSION 
In this paper, the mechanical parts that have been selected 
for analysis were: tool part (precision) and mechanical part 
(complex geometry). 
The form used for measurement the mechanical parts was 
through the calipers, which is currently the only opportunity 
in the Factory used as an example.  Drawing of the parts and 
creating their CAD models was on computer using Autodesk 
Inventor software. 
Taking into the account the analysis that were made, we can 
conclude that digital scanning is indispensable and 
irreplaceable for application to minimize errors and reduce 
the time of measurement 
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SIMULATION MODELING AND PROCESSING THE DATA RECEIVED IN 
MEASURING WASTE BIOMASS 
 
1-4. Technical University of Varna, Dobrudzha College of Technology, Dobrich, BULGARIA 
 
Abstract: The object of current investigation is a device designed to measure the biomass waste mounted directly on a harvester. 
An original measuring gadget based on a four linked planar mechanism is proposed and examined by use of a prototype equipped 
with sensors. Experiments conducted under real conditions demonstrate the operability of the device. Information on the amount 
and parameters of biomass waste is digitally processed, visualized and stored in computer memory. This is realized by use of a 
proper software platform implying an original processing algorithm. The results of experiments are reported and discussed below. 
Notes on further studies in this direction are made. 
Keywords: biomass, measurement, planar mechanism, averaging 
 
 
INTRODUCTION 
Current study focuses on the collection of optimal and 
precise information about the biomass wasted at the time of 
harvesting. Still on field, together with the data issued from 
the contemporary harvesting machinery it is important to 
know the amount of biomass waste (BMW). The last is 
considered a valuable product, secondary resource, which 
can be used in the agricultural sector, particularly as a food or 
green manure in stock-raising and crops. It can also be 
implemented in the production of heat and energy [3]. 
This investigation envisions data processing and real time 
measurement of BMW produced immediately after the 
harvester. An original technique for monitoring and 
measurement the amount of BMW is proposed. It takes into 
consideration the fact that the biomass waste obtained at the 
time of cereals harvesting actually represents a layer of 
cornstalks forming a dynamic flow with fixed width and 
variable height. Respectively, the common principle for the 
level determination over certain surface [1, 2, 5] is applied. 
The kinematics of the mechanical device used as a primary 
transformer, sensor for the BMW flow height is observed by 
means of a simulation approach. 
Main task of the current study is to demonstrate an effective 
technique for collection and processing sensor data in real 
time in order to obtain the amount of BMW. 
EXPERIMENTAL 
The investigated simulation model, created using the 
SolidWorks software [7], is shown in Figure 1. It is based on 
the kinematic scheme of a four linked planar mechanism, 
namely slotted-link mechanism. The specific movement of 
the assembly is characterized by an equation derived after 
kinematic analysis. The equation represents the relation 
between the input and output parameters in the form of a 
transfer function, [4]:  

                      14,0cos877,0cos 21 −α=α                       (1)         

where the angles α1, α2 are specified according to Figure 1 
and the constants are empirically determined from the 
prototype created in [4]. 
The sensor operates on the following principle: the BMW flow 
is the one that moves the part called “Silencer” herein - this is 
considered the inlet of the device. The next parts named “Roll” 
and “Arm” is responsible for the angular turning of the slider 
of the potentiometric “Sensor” - the last is considered to be 
the outlet of the mechanism. Any change of the angle α2 is 
registered by a sensor, mounted on top of the device, which 
turns it into a voltage signal. Afterwards, the measured signal 
is recorded and processed to obtain the final characteristics. 
For the purpose a specialized program is applied. In its 
interface the signal can be visualized in analog and digital 
form. Thus, a real time measurement of the necessary 
parameters is performed. The numerical transformations of 
the recorded signal are executed in seconds. 

 
Figure 1. Simulation model of the device used  

as a BMW level sensor 
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An original program is created for the particular investigation 
based on the software platform LabVIEW [6]. The relevant 
algorithm is shown in Figure 2. 

 
Figure 2. Algorithm 

The following constants are initially set as input data for the 
particular measurement of the amount of BMW: 
 ∆t – period of measurement in which the sensor signal is 

measured (it is set to correspond the period value in the 
transforming program); 

 b – width of the BMW flow (measured on the harvester, 
[8]); 

 ω - angular velocity and eccentricity е of the straw-trailer 
crankshaft (measured on the harvester for once); 

 L – length of the part used as a „Silencer“ for the moving 
waste biomass (Figure 1); 

 γ - density – relative weight of the particular BMW. 

 
Figure 3. Block diagram of the application program 

in the LabVIEW environment 

Figure 3 shows the block diagram of the main application 
program. At the beginning there is a proper virtual 
instrument (VI) for reading the information obtained from the 
sensor. 
The final measurement data file (Figure 4) is saved in the 
required form for processing in LabVIEW. The results from 
data transformation are visualized in a Front Panel. The 
Waveform Graph 1 represents the initial analog signal (Figure 
5a). As mentioned, data are manipulated by entering specific 
constants and the necessary arithmetic operations by means 
of specific VIs. Subsequently several time depending 
functions are calculated: the current values of h(t) function 
(Figure 5b), which is the variable BMW height reflecting the 
change of the angle α2; the values of the distance S(t) function 
(Figure 2) within the period ∆t; the volume V(t) (Figure 5c), as 
well as the calculated amount D(t) of BMW (Figure 5d). 
RESULTS AND DISCUSSION 
The experimental data obtained from the sensor showing the 
change of the angle α2 are displayed in Figure 4. 

 
Figure 4. Experimental data in Excel form 

  
Figure 5. Waveform Graphs in the application environment of 

LabVIEW: a) analog signal from the potentiometric sensor;  
b) analog signal corresponding to the variable height h(t) of the 

BMW stream; c) BMW volume V(t); d) amount D(t) of BMW 
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It should be noted that the values of the D(t) function are 
additionally processed in order to be more appropriate for 
the final assessment. In a sub-program (the last section in 
Figure 3) a loop function is used to divide all data in arrays of 
10 consequent samples. The array values are then averaged 
for each array subset. This operation is executed in a number 
of iterations. The final result is represented in Figure 6.  
Two approaches have been applied to obtain the average 
amount D(t). The first one implies a VI for mean value 
(Numeric 1 in Figure 3) and the second one follows the 
equation below:  

2

DD
D

10

1i
max

10

1i
min

av

∑∑
==

+
=                             (2) 

As seen in Figure 6 the final curve of the averaged D(t) 
function grounded on (2) has less fluctuations.  

 
Figure 6. Average values for the amount of BMW 

The average amount of 112 kg/m3 straw fits well the 
corresponding values obtained from relevant BMW 
investigations [9, 10]. 
CONCLUSIONS 
A simulation model was constructed in the SolidWorks 
interface (Figure 1) which supplied additional information 
about the kinematics of the sensor device. 
The final values for the volume and amount of biomass waste 
resulted immediately from an original application program in 
LabVIEW (shown in Figure 6). They correspond in maximum 
extent to the initial experimental data and relevant 
assessments of straw parameters.  
Furthermore, a study on the relationship between both 
parameters, amount and surface of BMW, is to be performed. 
It will provide precise information about the amount of 
biomass waste at the end of the harvesting period. 
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CORROSION BEHAVIOR OF GALVANNEALED STEEL SUBSTRATE IN 
SALINE ENVIRONMENT 
 
1-2. Department of Metallurgical & Materials Engineering, Kogi State Polytechnic, NIGERIA 
 
Abstract: In this research, low carbon steel and Al-1200 series was used in the development of galvanneal steel; hot dip technique 
was adopted for the immersion at varied time ranging between 0 and 60 seconds. Muffle furnace was used for the annealing 
operation which precedes the corrosion experiment where weight loss technique was adopted. From the result, it was observed 
that the sample hot-dipped and held for 30 seconds gives better adhesive property between Al-Zn and Fe substrate thus 
indicating that it is feasible to develop galvanneal steel using low carbon steel. Aluminium (1200 series) and zinc was generally 
found to improve the corrosion resistance of the steel, thus galvanneal steel has better corrosion resistance in simulated sea water 
to represent the saline environment. 
Keywords: Annealing, In-line annealing, Galvannealing, retention time 
 
 
INTRODUCTION 
Corrosion is a natural phenomenon, which converts refined 
metal to their more stable oxide. It is the gradual destruction 
of materials (usually metals) by chemical reaction with their 
environment. To avert this phenomenon, different routes or 
technique have been adopted to improve on the 
sustainability of the unstable and thermodynamically stable 
materials. 
The developments of new and improved materials as an 
‘underpinning technology’, which is one of the implored 
techniques, have been well regarded by most industrial 
nation (Small and Bishop, 1999). This is because it enhances 
innovation in all branches of engineering.  One engineering 
material that has greatly explored a wide range of application 
is ferrous materials. The versatility application of ferrous 
materials is attributed to its amenability to alloying and heat-
treatment which makes it possible to modify its properties to 
site specific service requirements (Momoh and Alaneme, 
2015).  One of such application is in the development of 
galvanneal steel that has final use in areas where high 
corrosion and reasonable wear resistance is required 
(Abdulhameed, 2005).  
Developed galvannealed low carbon steel has been widely 
used in chemical plant in order to improve the corrosion 
resistance of vessels or section call units or lines that are 
interconnected by metal piping.  Such material streams can 
include fluids (gas or liquid carried in piping) or sometimes 
solid or mixture such as slurries. Galvannealed steel provides 
corrosion protection without affecting the integrity of the 
steel. It has been observed that galvannealed steel exhibited 
excellent durability despite the harsh industrial and coastal 
environment or pH environment; this is due to its high 
resistant to corrosion (Max et al. 2003). 
Galvannealed or galvanneal is the result from the combined 
process of galvanizing and annealing to produce specialized 
sheets of steel.  The galvanization is made through the hot – 

dipping (hot – dip galvanizing) process and immediate in–
lines annealing and gives a very fine greyish matter finish.  
Galvanneal does not flake of its galvanized coating when 
formed, stamped, and bent.  The very fine malte finish acts 
like a primer, allowing paint to adhere easily, and is very rust 
proof; only white to dark grey marks appear if it comes in 
contact with water. 
Galvannealed sheet is carbon steel sheet coated with zinc on 
both sides by the continuous hot–dipped process.  
Immediately as the stripe exits the coating, the zinc coating is 
subject to an in–line heat treatment that converts the entire 
coating to a zinc iron alloy (Hambidge and Krebs, 2007). 
Conversion to the alloy results in a non–spangle finish which 
makes the sheet suitable for painting after fabrication (Sere et 
al, 2015). This research is to generate a high adhesive Fe-Al-
Zn ternary structure intermetallic compound on the 
corrosion resistance and investigate the feasibility and 
reliability of indigenous produced low carbon steel. 
MATERIALS AND METHOD 
 Materials and Equipments 
Materials used for this project includes; low carbon steel plate 
of chemical composition shown in Table 1, zinc (Zn) and (Al). 
The equipment used for this research includes; metallurgical 
microscope of varied magnifications for microstructural 
view/examination. Muffle furnace was used for heat 
treatment operation (annealing) during the research.  Micro 
hardness tester also used to determine the thickness of the 
coated steel. Digital weighing balance of 0.1g accuracy was 
used in the corrosion experiment to determine the weight 
lost and the corresponding rate. 
 Method 
The specimen was delivered in smooth 5 mm thickness form 
and some preparations need to be carried with the chemical 
composition as shown in Table 4.1. The sample was 
prepared by sourcing of low carbon steel which was 
machined into corrosion coupons. By using hack saw to cut 
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it into a size of 2.8 x 1.8 x 0.5 cm. A binary Al-Zn phase was 
formed by the melting of 99.7 % Zn was melted in 0.3 % Al 
at 660oC, stirred to ensure thorough homogeneity. A hot dip 
approach was adopted in coating the substrate in the Al-Zn 
molten solution. And each sample was immersed in the melt 
and allowed to soak for 0, 30 and 60 seconds. This is followed 
by annealing operation in a muffle furnace maintained at 
400oC and allowed to soaked again for 45 minutes. 
The produced GA-steel were later immersed in a simulated 
saline environment by dissolving 3.5g NaCl in 500ml distilled 
water to form the desired environment. The weight was 
measured at a regular interval of 3 days, before calculating 
the metal loss and the corrosion rate of the samples using 
equation (i) and (ii) as adapted from ASTM G1-G4 standard 
(Momoh, 2012). 

Metal Loss = 
Weight Loss (g)∗K

Alloy Density (gcm−3)∗Exposed Area (A) (i) 

Corrosion Rate = 
Weight Loss (g)∗K

Alloy Density (gcm−3) ∗Exposed Area (A)∗Exposure Time (hr). (ii) 

RESULTS AND DISCUSSION 
The results of the experiment before and after corrosion are 
shown thus. 

 
Figure 1: Picture of developed GA-steel (at 0 seconds retention) 

  
Figure 2: Picture of developed GA-steel (after 30 seconds 

retention) 

 
Figure 3: Picture of developed GA-steel (at 60 seconds retention) 

 

Table 1: Chemical composition of the steel 
Element Composition (wt.%) 

C 0.0407 
Si 0.1129 
S 0.0004 
P 0.0052 

Mn 0.6122 
Ni 0.1320 
Al 0.0147 
Fe 98.5323 

Table 2: Sample designation 
S/N Sample Soaking time (Seconds) 

1 A Control 
2 B 0 
3 C 30 
4 D 60 

 
Figure 4: Picture of corrosion setup 

 
Figure 5: Variation of weight loss against Exposure time 

 
Figure 6: Corrosion rate versus Exposure time (in days) 
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Figure7: Micrograph of the as-received steel (Sample A, X200) 

 
Figure 8: Micrograph of sample A after 52 days  

of immersion displaying predominantly corrosion  
products (dark phases), X200 

 
Figure 9: Micrograph of the developed GA steel  

after 52 days of immersion showing slight corrosion products  
(dark phases) on the exposed area, X200 

This project has made a tremendous attempt to develop the 
same galvanneal steel with a different aluminum grade 
(1200 series). The results are as shown in Figures 1–9.  
From the results, it was observed that the Fe-Al-Zn ternary 
phase formed on the surface of sample B and D (i.e at 0 and 

60 seconds retention time as shown in Figure 1 and 3) has a 
very poor adhesive property. Wherefore, sample C with 30 
seconds retention time (Figure 2) before annealing 
operation was found to possess a better adhesive property 
as it stocked to the steel surface. 
After 52 days of immersion in the prepared NaCl 
environment, Figure 5 shows the metal or mass loss of the 
sample C (which has a better adhesion). Here, it was 
observed that the developed GA-steel, in most of the time 
spent in the environment, was immune to the attack as it 
maintains stability. The initial loss experienced by the sample 
could be as a result of the of the expose area since the 
coating was not homogenously distributed over the sample 
surface. This is further explained in the corrosion rate plot in 
Figure 6, where the sinusoidal trend of the sample A (control 
sample) is clearly shown. 
Figure 7–9 show the microstructures of the samples before 
and after immersion in the prepared simulated sea water 
environment.  
Figure 7 shows the conventional ferrite/pearlite in the 
microstructure of the low carbon steel. After a total 52 days 
of immersion, the resulting structures were also viewed and 
as shown in Figures 8 and 9 for the control and the GA steel 
respectively, the GA-steel was observed to have been able 
to resist the attack of the environment; wherefore the blank 
shows different dark spots indicating corrosion products. 
CONCLUSIONS 
In the development of galvanneal steel, low carbon steel and 
Al-1200 was selected alongside zinc granules, and hot-dip 
galvanizing method was adopted which precedes the 
simultaneous annealing operation prior to microstructural 
examination and which was done before and after corrosion 
experiment. And from the result, the following were 
observed: 
 Development of GA-steel using low carbon steel is 

feasible with Al-1200 to improve on the adhesive property 
 Al-1200 and Zn granules can form a ternary phase which 

improves the corrosion resistance of low carbon steel, and 
 Galvanneal steel has better corrosion resistance in marine 

environment. 
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CARBON FOOTPRINT METHOD - A CASE STUDY FOR THERMAL 
POWER PLANTS IN REPUBLIC OF SERBIA 
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Abstract: There are many methods for the analysis of the negative impact of thermal power plants on the environment. In this 
paper will be presented a method Carbon footprint. Carbon footprint originated from the Ecological Footprint and independently 
developed. This method is one of the newer methods. By defining this method the goal is to raise the awareness of citizens about 
pollution. This method can be applied in other areas, not only in terms of the power plant. Carbon footprint is based on the 
definition of greenhouse gasses through carbon dioxide equivalent. From there the name of this method Carbon footprint. In this 
paper, is done research how the work of thermal power plants that use coal as fuel affect emissions. Was analyzed the operation 
of thermal power plants that use fossil fuels because in the Republic of Serbia the most electricity is obtained from these plants. 
Keywords: carbon footprint, carbon dioxide, coal, thermal power plants, emission factor 
 
 
 
INTRODUCTION 
The tendency of increasing emissions of greenhouse gasses 
leads to the long-term goal of establishing control of 
environmental impacts caused by climate change. The 
carbon footprint has become a widely used concept in 
emissions assessments [1].  
The term carbon footprint is used for greenhouse gas 
emissions and is generally expressed as CO2 equivalents 
(CO2e), which consists of emissions of CO2, CH4 and N2O. 
These gasses are translated into the amount of CO2 (this is 
called the equivalent amount of CO2). It is a measure of the 
total amount of carbon dioxide in the atmosphere in a given 
time frame which is directly or indirectly transmitted. Carbon 
footprint helps us to determine the amount of emissions from 
various sectors, which is useful for quantifying the impact of 
human activities on the environment and global warming. In 
the postindustrial era, the concentration of carbon dioxide in 
the atmosphere is increasing alarmingly. 
It is necessary to strive to reduce CO2 emissions from all 
sectors but with special emphasis on the reduction of CO2 
emissions from the power plant sector. Approximate values 
of CO2 emissions along with few major greenhouse gasses are 
referred as Carbon Footprint.  
Carbon Footprint is a concept which is yet in developing 
stage. Carbon footprint as an indicator of the environment is 
used. Carbon footprint quantifies the main sources of 
emissions and represents an effective tool for environmental 
protection and energy management.  
In the case of thermal power plants the equation to calculate 
the carbon footprint is [2]:  
 

Carbon footprint (tons CO2/year) = Yearly electricity 
consumption of the plant (MWh/year)  

× Emission factor (tons CO2/MWh). 
 

It is necessary to strive to reduce CO2 emissions from all 
sectors but with special emphasis on the reduction of CO2 
emissions from the power plant sector. Approximate values 
of CO2 emissions along with few major greenhouse gasses are 
referred as Carbon Footprint. Carbon Footprint is a concept 
which is yet in developing stage. Carbon footprint as an 
indicator of the environment is used. Carbon footprint 
quantifies the main sources of emissions and represents an 
effective tool for environmental protection and energy 
management.  
ANALYSIS OF CARBON FOOTPRINT FROM THE THERMAL 
POWER PLANTS IN REPUBLIC OF SERBIA 
In the Republic of Serbia, the installed power capacity for 
electricity production is  8 359 MW [3]. Eight power plants 
with 25 blocks that use lignite as a fuel and the installed 
capacity of 5.171 MW, two of these power plants are located 
in Kosovo and Metohija. Cogeneration plant with a total 
installed capacity of 425 MW of electricity generation, 505MW 
for the production of thermal energy. From 1 June 1999, the 
Electric Power Industry of Serbia does not manage its capacity 
in Kosovo and Metohija.  
The energy sector in Serbia has some characteristic 
weaknesses that contribute to high energy consumption and 
high emissions of CO2. These disadvantages are low efficiency 
due to outdated technology in the sectors of production and 
consumption, high losses in electricity distribution. In order to 
reduce CO2 emissions is necessary to implement a project 
that will examine what is possible to improve the thermal 
power plants to reduce emissions of CO2 and then put into 
practice these tests. Any minimal reduction of this gas would 
bring great benefits to air quality.  
Table 1 shows the production of electricity for 2014 by 
months.  
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Table 1. Produced electricity by month for the 2014 year 
 from the power plant Nikola Tesla A and B, Kolubara,  

Morava and Kostolac [3] 
The produced electricity in GWh  

for the 2014 year 

Month 
Nikola 
Tesla A 

Nikola 
Tesla B Kolubara Morava Kostolac 

January 1028 847 109 47  
February 968 750 95 48  

March 1005 859 87 53  
April 931 639 65 52  
May 368 335 17 56  
June 440 364 3 18  
July 537 418 11 65  

August 459 415 0 31  
September 510 645 0 0  

October 549 749 23 22  
November 504 757 19 62  
December 550 745 30 35  

In total 7849 7523 459 488 4132 
 

On the basis of the Report on operations for 2014 was 
obtained data on the total quantity of electricity in thermal 
power plant Kostolac and it amounts to 4132 GWh. In 
addition, to calculate the amount of carbon footprint from 
thermal power plants, it is necessary to know the value of the 
emission factor. The emission factor is different for each 
thermal power plant. 
Based on the research that has been shown in [4] values for 
carbon dioxide emission factor for thermal power plants 
Nikola Tesla A and Nikola Tesla B were used and that values 
are shown in Table 2.  
 

Table 2. Carbon dioxide emission factor 

Power plant The mean value of CO2 emission factor  
[kg CO2/kWh] 

Nikola Tesla A 1,16 

Nikola Tesla B 1,09 
 

Due to lack of data on the mean value of CO2 emission factor 
for others power plants in the Republic of Serbia, a value 1.15 
[kg CO2 / kWh] was used. Based on the known production of 
electricity and the value of CO2 emission factor can be 
calculated the carbon footprint of power plants whose values 
are shown in Table 3 and Figure 1. 
 

Table 3. Carbon footprint from thermal power plants  
for the 2014 year 

Termoelektrana Carbon footprint [t CO2/year] 
Nikola Tesla A 9 104 840 
Nikola Tesla B 8 200 070 

Kolubara 527 850 
Morava 561 200 
Kostolac 4 751 800 
Ukupno 23 145 760 

 
Figure 1. Carbon footprint from thermal power plants  

for the 2014 year 
From the table above, and the Figure 1 can be concluded that 
the thermal power plants Nikola Tesla A and B produce the 
greatest amount of CO2 e. The reason is that these plants are 
the biggest producers of electricity in the Republic of Serbia. 
It is necessary to improve individual systems in these thermal 
power plants in order to reduce the overall pollution which 
they produce. These thermal power plants constantly 
improve their systems and have environmental protection 
projects. Projects that are currently open in thermal power 
plants Nikola Tesla are [5]: 

» reconstruction of electrostatic precipitator 
» improvement of the system for transport and 

disposal of ash and slag 
» construction of desulphurization and reduction of 

NOx primary measures 
» continuous measurement of emissions of hazardous 

and harmful substances in the blocks 
» eliminating the negative impact of waste on land and 

water 
» reduction of the impact of ash on the environment 

In addition to these projects carried out within the thermal 
power plant Nikola Tesla with the goal of reducing 
greenhouse gas emissions and reduce the impact on global 
warming from the energy sector is necessary to implement 
and renewable energy sources for electricity production. 
CONCLUSIONS 
Fossil fuels are closely related to environmental pollution. It 
pollutes environmental on the direct or indirect way by using 
fossil fuels in the exploitation, processing, or their 
consumption. The threat of global warming requires more 
efficient technologies for the use of fossil fuels and other 
sources of energy that do not produce carbon dioxide. The 
environment can be protected using various measures and 
methods.  
In this paper a method Carbon Footprint is presented. Carbon 
footprint has appeared as a strong and popular indicator of 
greenhouse gasses with special emphasis on carbon dioxide.  
This method confirms that the power plants are big polluters 
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and that the work of thermal power plants using fossil fuel 
impacts negatively on global warming. 
Discussed the specific case of the Republic of Serbia because 
there most of the electricity is produced from fossil fuels. This 
study found that in the near future must be more intensive 
work on the modernization and improvement of electrostatic 
precipitators and systems for gas emissions in order to reduce 
the negative impact. 
As shown methods Carbon footprint is directly related to the 
production of electricity. People are becoming more 
dependent on electricity, which will cause the increase in 
capacity for the production of electricity and with that 
increase, if we continue with this trend, there will be an 
increase in carbon dioxide emissions. It is necessary to 
consider the application of alternative energy sources. In 
order to maintain climatic conditions, it is necessary to 
continue to invest in energy-efficient systems that make 
better use of energy. 
Note 
This paper is based on the paper presented at 13th International 
Conference on Accomplishments in Mechanical and Industrial 
Engineering – DEMI 2017, organized by University of Banja Luka, 
Faculty of Mechanical Engineering, in Banja Luka, BOSNIA & 
HERZEGOVINA, 26 – 27 May 2017. 
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DYNAMIC STABILITY OF DOUBLE-WALLED CARBON NANOTUBES 
 
1,2. University of Architecture, Civil Engineering and Geodesy, Department of Technical Mechanics, Sofia, BULGARIA 
 
Abstract: This paper investigates the stability of a simply supported DWCNT conveying fluid inside its innermost tube. The van der 
Waals interaction between the adjacent carbon layers are taken into account. The Euler elastic beam model is employed in order 
to study the dynamic stability behavior of the system. The aim is to analyze the influence of the density of the conveyed fluid, the 
length of the tube and the dimensions of its cross section on the critical flow velocity of the fluid in the pipe under consideration 
and to draw conclusions about the stability of the system. This problem is approached numerically using the spectral Galerkin 
method. Results reveal that all above mentioned parameters have a significant effect on the stability of the nanotube. 
Keywords: dynamic stability, fluid-conveying carbon nanotubes, van der Waals interaction, critical velocity 
 
 

 
INTRODUCTION 
Carbon nanotubes (CNTs) are formed by a crystal lattice of 
carbon atoms in a periodic hexagonal arrangement and have 
a cylindrical shell shape. Since 1991 these tubes are used in 
nanophysics, nanobiology and nanomechanics in nanofluidic 
devices, nanocontainers for gas storage and nanopipes 
conveying fluid. They are with perfect hollow cylindrical 
geometry and superior mechanical strength. The flowing 
fluid can be water, oil, dynamic flow of methane, ethane and 
ethylene molecules. These flows inside carbon nanotubes are 
attractive research topic in recent years. 
In [6] the problem of fluid-structure interaction is considered 
in the case of nanoscale. However, the experiments at the 
nanoscale are difficult and expensive. That is why the 
continuum elastic models have been used to study the fluid-
structure interaction. The carbon nanotubes are considered 
with Euler- and Timoshenko-beam models.  
Yoon et al. in [9] applied the Euler beam model for 
investigation of a cantilevered carbon nanotube conveying 
fluid, with or without being embedded into an elastic 
medium such as polymer. The same authors in [10] 
investigated carbon nanotubes, this time simply supported or 
clamped at both ends. They obtained the critical flow velocity 
of the transported fluid in the case of loss of stability of the 
pipe. The numerical results indicate that the flowing fluid has 
a substantial effect on vibrational frequencies of the system. 
On the other hand, their results showed that surrounding 
elastic medium influence on the effect of internal moving 
fluid on the vibration of the system. 
L.Wang in [5] investigated double-walled carbon nanotubes 
(DWCNT) with flowing fluid. Y.Yan et al. in [8] studied the 
instability of triple-walled carbon nanotubes (TWCNT) 
conveying fluid based on the Euler–Bernoulli beam model. 
The obtained critical flow velocities of the transported fluid 
are by a pitchfork bifurcation and a Hamiltonian Hopf 
bifurcation. The Van der Waals interactions between different 
carbon nanotubes are taken into account. Numerical results 

show that these interactions influence on the natural 
frequencies and the stability of nanotubes.  
E. Ghavanloo et al., [1] investigated the multi-walled carbon 
nanotubes (MWCNT) as an elastic Euler–Bernoulli beam in 
order to study the stability of the system. Y. Kuang et al. 
considered in [3] the influence of the geometric nonlinearity 
and the nonlinearity of van der Waals forces on the vibration 
of the double-walled carbon nanotubes conveying fluid. R. 
Tuzun et al., [4] investigated nanotubes with flowing fluid. The 
conclusion of their paper is that the dynamic behavior of the 
fluid depends on the physical and geometric characteristics 
of the pipe and the density of the fluid. 
FORMULATION OF THE PROBLEM AND METHOD OF THE 
SOLUTION 
A double-walled carbon nanotube (DWCNT) with van der 
Waals interaction between the adjacent layers is considered 
herein. A fluid with constant velocity is flowing in the 
nanotube. The differential equations of the free transverse 
vibrations of the pipe, shown in [7], are: 
 

EI1
∂4w1

∂x4
+ mfV2 ∂

2w1

∂x2
+ 2mfV

∂2w1

∂x∂t
 

+�mf + mp1�
∂2w1
∂t2

= p1;                          (1) 
 

EI2
∂4w2
∂x4

+ mp2
∂2w2
∂t2

= p2.                       (2) 
 

Here x is the axis coordinate, t is the time, w1 and w2 are 
respectively the transverse displacements of the innermost 
and the outermost layer of DWCNT. E is the modulus of the 
linear deformations. The names I1, I2 and mp1, mp2 are 
respectively the moments of inertia of the cross-section and 
the masses per unit length of the innermost and outermost 
layers of the nanotube. V is the velocity of the flowing fluid. 
p1 and p2 are the van der Waals forces between the two 
adjacent layers of the pipe. They act respectively on the 
innermost (p1) and on the outermost (p2) layers of the tube.  
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These interaction forces are expressed as follows [2]: 
 

p1 = c12(w1 −w2);                                 (3) 
 

p2 = c21(w2 − w1);                                 (4) 
 

c12 = −2R1R2 �
1001 πεσ12

3 a4
E1213 −

1120 πεσ6

9 a4
E127 � ;        (5) 

 

E127 = (R1+R2)−7 ∫ dθ
(1−k12 cos2 θ)3.5

π/2
0 ;                (6) 

 

E1213 = (R1+R2)−13 ∫ dθ
(1−k12 cos2 θ)6.5

π/2
0 ;               (7) 

 

k12 = 4R1R2
(R1+R2)2.                                           (8) 

 

R1 and R2 are the inner radii of the two layers of the 
nanotube, a is the C–C bond length. ε is the depth of the 
potential, σ- a parameter that is determined by the 
equilibrium distance in [2]. 
For convenience of the solution of the differential equations 
(1) and (2) non-dimensional coordinates are introduced: 
 

ξ =
x
L

; η1 =
w1

L
; η2 =

w2

L
;  

 

τ = �
EI1

mf + mp1
LV; 

 

u = �
mf
EI1

LV;β1 = mf
mf+mp1

;                           (9) 
 

β2 =
mp2I1

�mf + mp1�I2
;  

 

c�12 =
c12L4

EI1
;  c�21 =

c21L4

EI2
. 

 

L is the length of the nanotube. Then the equations (1) and 
(2) rewritten in dimensionless form are: 
 

∂4η1
∂ξ4

+ u2
∂2η1
∂ξ2

+ 2�β1u
∂2η1
∂ξ ∂τ

 
 

+ ∂2η1
∂τ2

− c�12(η1 − η2) = 0;                      (10) 
 

∂4η2
∂ξ4

+ β2
∂2η2
∂τ2

− c�21(η2 − η1) = 0.                 (11) 
 

The spectral Galerkin method is applied to approximate the 
solution of the boundary value problem (10), (11). According 
to this method, an approximate solution is sought in the form: 
 

η1 = �qi(τ)
n

i=1

ϕi(ξ); 

 

η2 = ∑ qi+n(τ)n
i=1 ϕi(ξ).                       (12) 

 

In these expressions qi(τ) and qi+n(τ) are unknown 
functions. ϕi(ξ) are basic functions satisfying the boundary 

conditions of the tube. The eigenfunctions for the nanotube 
with stationary fluid (V = 0) are used as basic functions in the 
present paper. 
Substituting (12) in equations (10) and (11) one obtains the 
residual functions, which do not vanish identically since 
η1(ξ, τ) and η2(ξ, τ) are not exact solutions of equations (10) 
and (11). Here, and in the sequel, dots denote derivatives with 
respect to τ and primes denote derivatives with respect to ξ. 
 

R1(ξ, τ) = ∑ �qiϕi
IV + u2qiϕiII + 2�β1uq̇iϕiI

+q̈iϕi − c�12(qi − qi+n)ϕi
�n

i=1 ;   (13) 

 

R2(ξ, τ) = ∑ �qi+nϕi
IV + β2q̈i+nϕi

−c�21(qi+n − qi)ϕi
�n

i=1 .                (14) 

 

According to the standard Galerkin procedure, the residual 
functions R1(ξ, τ) and R2(ξ, τ) should be orthogonal to the 
basic functions in the area ξ ∈ [0; 1]: 
 

∫ R1(ξ, τ)ϕs(ξ)1
0 dξ = 0, s = 1, … , n                (15) 

 

∫ R2(ξ, τ)ϕs(ξ)1
0 dξ = 0, s = 1, … , n.               (16) 

 

The result of the application of (15) and (16) is a system of 2n 
differential equations about the unknown functions qi(τ). 
This system for the differential equations (10) and (11) is: 
 

∫ ∑ ϕs �
qiϕiIV + u2qiϕiII + 2�β1uq̇iϕiI

+q̈iϕi − c�12(qi − qi+n)ϕi
�n

i=1
1
0 dξ = 0;   (17) 

 

∫ ∑ ϕs �
qi+nϕiIV + β2q̈i+nϕi
−c�21(qi+n − qi)ϕi

�n
i=1

1
0 dξ = 0.             (18) 

 

For a pipe with a static scheme of a simply supported beam 
the basic functions are: 
 

ϕi(ξ) = sin(λiξ).                                  (19) 
 

The following expressions are valid: 
 

δsi = ∫ ϕsϕid
1
0 ξ = �0.5  , s = i

0   , s ≠ i ;                     (20) 
 

bsi = ∫ ϕsϕiId
1
0 ξ = �

λsλi�1−(−1)s+i�
λs2−λi

2 , s ≠ i;

0 ,    s = i;
           (21) 

 

dsi = ∫ ϕsϕiIId
1
0 ξ = −0.5λi2δsi.                      (22) 

 

The expressions (20), (21) and (22) are substituted in (17) and 
(18). Then the following system of 2n pcs second-order 
differential equations for the unknown functions qi(τ) is 
obtained: 
 

∑ �δsiλi
4qi + u2dsiqi + 2�β1ubsiq̇i

+δsiq̈i − c�12(qi − qi+n)δsi
�n

i=1 = 0;        (23) 

 

∑ �λi
4δsiqi+n + β2δsiq̈i+n
−c�21(qi+n − qi)δsi

�n
i=1 = 0.                   (24) 
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The system of differential equations (23) and (24) can be 
written in the following matrix form: 
 

|M|q̈ + |C|q̇ + |K|q = 0.                              (25) 
 

The characteristic equation of the system (25) is: 
 

det(X) = 0.                                        (26) 
 

The members of the matrix X are obtained by the following 
formula: 
 

Xkm = λ2Mkm + λCkm + Kkm                      (27) 
 

It is well known that the knowledge of the roots λ of the 
characteristic equation (25) is sufficient for the stability 
analysis. The system is stable if the real parts of the roots are 
negative. The characteristics of the system and the velocity of 
the transported fluid influence on these roots. Then the 
critical velocity of the flowing fluid Vcr can be obtained 
NUMERICAL RESULTS 
A double-walled carbon nanotube (DWCNT) supported as a 
simple beam is considered. The thickness of the two adjacent 
layers of the tube and the gap between them are 0.34 nm 
(Figure 1).  

 
Figure 1: Cross-section of the tube 

 

The parameters that are used to calculate van der Waals’s 
forces according to formula (5) are: 
 

ε = 2.968meV,  
a = 1.42 A and σ = 3,407 A. 

 

The characteristics of the material of the tube are: modulus of 
linear elasticity E = 1 TPA, density 2.3 g/cm3. Several types 
of flowing fluid are investigated with its density ranging in the 
interval 0.5− 1.5 g/cm3.  
The results obtained show the relationship between the 
density of the fluid and its critical velocity for tubes with 
lengths L = 10 µm, 20 µm and 30 µm and for two different 
cross-sections of the pipe (Figure 2 and Figure 3).  
The first cross-section under consideration is with a radius 
R1 = 12 nm (inner radius of the first layer) and R2 =
12.64 nm (inner radius of the second layer). The second 
cross-section is with R1 = 20 nm and R2 = 20.64 nm. 
The results are shown in Figure 2 and Figure 3. 

 
Figure 2: DWCNT with R1 = 12 nm and R2 = 12.64 nm 

 

 
Figure 3: DWCNT with R1 = 20 nm and R2 = 20.64 nm 

 

CONCLUSION 
The results from numerical investigations show that for all 
considered tubes the critical velocity of the flowing fluid is 
reduced when the density of the fluid is increasing. The pipes 
with bigger length are less stable. Amongst the pipes with 
different cross section, more stable is the one with the largest 
radii R1 and R2.  
All obtained critical velocities in this paper correspond to loss 
of stability of the tube in divergent form.  
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INVESTIGATION OF SEPARATION OF PALM KERNEL AND SHELL ON AN INCLINED 
PLANE SEPARATOR 
 
1-5.Department of Agricultural Engineering, Federal University of Agriculture, Abeokuta, NIGERIA 
 
Abstract: The separation of shell from kernel of two varieties of oil palm in Nigeria was investigated in a laboratory inclined plane 
separator. Four angles of projection of 25, 30, 35, 40 and 45˚ were used and three structural surfaces namely mild steel, galvanised 
steel and plywood were used for the separation experiment. Results show that the highest separation of 7.7 and 8.6 cm occurred 
on mild steel for dura and tenera at angles of projection of 35 and 40o respectively. That of galvanised steel was 8.7 and 9.7 cm at 
angles of 30 and 25o respectively while that of plywood was 17.0 and 13.0 cm at angles of 30 and 25o respectively. These provide 
useful guide in the selection of material and angle of projection for separation. 
Keywords: Palm kernel, inclined plane separator, angle of projection, oil palm 
 
 
 
INTRODUCTION 
Processing of palm kernels into palm kernel oil (PKO) and 
other byproducts involves cracking the palm kernels to 
obtain palm kernel nuts from where the oil is expressed. In 
developing countries like Nigeria, cracking is done by manual 
and mechanical methods. Cracking produces a mixture of 
broken shells and kernels.  The nuts must be separated from 
the mixture for further processing into PKO. In small scale 
processing mills, the separation is done manually.  However, 
manual separation is slow, tedious and not suitable for large 
scale production.  Large scale processing mills adopt 
techniques based on density difference between the kernels 
and shells to effect separation. The two methods under this 
technique are clay-bath and hydro-cyclones. The two 
methods are known as wet processes since water is always 
involved and the kernels have to be dried at the end of the 
separation (Okorokwo et al, 2013). This increases both the 
time and cost of production. Thus their application in small 
scale mill is difficult (Poku, 2002). 
Research efforts are now focused on developing dry 
separators to ameliorate the limitations of existing methods 
of separation. Different researchers have developed different 
dry separators for this purpose, a spinning disc separator 
(Koya and Faborode, 2006), incline table separator (Akubuo 
and Eje, 2002), sieve separator (Amoah et al, 2007), tray 
separator Oke, 2007), angular projection separation (Onaku et 
al, 2013), winnowing system (Halim et al, 2009), nut and fibre 
separator (Ologunagba, 2010) and rotary separator 
(Olasunboye and Koya, 2014). However, the limitation of 
these separators is low separation efficiency. There is 
therefore the need to develop dry mechanical separators 
with high separating efficiency. 
This work was therefore carried out to investigate the 
separation of palm kernel shell and nut on an inclined plane 
separator using different structural surfaces.   
 

METHODOLOGY 
⧉ The Inclined Plane Separator 
The laboratory inclined plane separator was designed and 
constructed at the Department of Agricultural and 
Bioresources Engineering, Federal University of Agriculture, 
Abeokuta, Nigeria. It consists of a hopper, an adjustable 
inclined plane and a collector. The material to be separated is 
poured into the hopper from where it flows into the inclined 
plane. The coefficient of friction of the components of the 
material on the inclined plane determines their motion on 
the inclined plane. The differences in motion cause them to 
fall at different spots on the collector where separation takes 
place. The picture and isometric view of the inclined plane 
separator are shown in Figure 1. 
⧉ Separation Experiment on a Laboratory Incline Plane 

Separator  
Dura and tenera varieties of palm kernels were obtained from 
the teaching and research farms of the Federal Universities of 
Agriculture, Abeokuta, Nigeria. The kernels were manually 
cleaned to remove foreign materials, dust, dirt and broken 
kernels. The kernels were then cracked with a palm kernel 
cracking machine available at the College of Engineering of 
the University. 
The moisture content of the shell and kernel were 
determined by oven drying method and was found to be 
4.5% and 5.0% w.b. for dura shell and kernel while for tenera 
it was 5.1% and 4.5%. w.b. respectively. 
Twenty kernels and shells of each of dura and tenera varieties 
were randomly selected and poured into the hopper of the 
separator from where they flow into the inclined plane by 
gravity. After sliding through the plane the shell and kernel 
fall into the collector. The base of the collector is filled with 
sand to enable the range (distance of fall of the kernel and the 
shell) to be measured. The separating plane of three structural 
surfaces namely mild steel, galvanized steel and plywood 
were used. They were inclined at different angles of 25, 30, 35, 
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40 and 45˚. The difference in the distance of fall of both nut 
and shell (separation) was determined for each angle. The 
experiment was repeated five times for each angle and 
surface.  

 

 
Figure 1. Picture and Isometric view of the inclined Plane Separator 

A – Hopper, B – Frame, C – Surface plane, D – Protactor,  
E – Collector, F – Adjuster, G – Screw, H – Base 

RESULTS AND DISCUSSION 
The separation between the kernel and shell of the two 
varieties of oil palm on the three structural surfaces are shown 
in Tables 1 to 3. 
 

Table 1. Average separation on Mild Steel for Dura and Tenera 
 Dura Tenera 

Angle of 
Projection (˚) 

Separation  
(cm) 

Separation  
(cm) 

25 6.3 6.3 
30 7.4 8.6 
35 7.7 7.3 
40 7.3 7.7 
45 5.3 6.0 

 
 

Table 2. Average separation on Galvanized Steel  
for Dura and Tenera 

 Dura Tenera 
Angle of 

Projection (˚) 
Separation  

(cm) 
Separation  

(cm) 
25 6.7 9.7 
30 8.7 8.3 
35 7.6 7.3 
40 7.3 7.6 
45 5.7 6.6 

 

Table 3. Average separation on Plywood for Dura and Tenera 
 Dura Tenera 

Angle of 
Projection (˚) 

Separation  
(cm) 

Separation  
(cm) 

25 10.0 13.6 
30 17.0 10.7 
35 11.0 10.0 
40 10.4 8.8 
45 9.3 7.0 

 

 
Figure 2. Variation of angle of projection  

with separation for Dura 

 
Figure 3. Variation of angle of projection  

with separation for Tenera 
It is observed that the highest separation on mild steel for 
dura is 7.7 cm at angle of projection of 35o and for tenera it is 
8.6 cm at angle of projection of 40o. On galvanised steel the 
highest separation for dura is 8.7 cm at angle of projection of 
30o while it is 9.7 cm at 25o for tenera.  
For plywood the highest separation obtained for dura is 17.0 
cm at 30o while it is 13.0 cm for tenera at angle of projection 
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of 25o. The trends of separation for the two varieties on the 
three surfaces are shown in Figure 2 and Figure 3. 
It can be observed from Figures 2 and 3 that the highest 
separation for dura and tenera took place on plywood at 
angles of 30 and 25o respectively. Mild steel and galvanised 
steel have similar trend of separation but with galvanised 
steel having a slightly higher separation at 30 and 25o for both 
dura and tenera respectively. This is a useful guide in the 
choice of material and angle of projection for separation.  
CONCLUSIONS 
» The separation of palm kernel and shell of dura and tenera 

varieties of oil palm on an inclined plane separator was 
investigated. 

» On mild steel the highest separation for dura is 7.7 cm at 
angle of projection of 35o and for tenera it is 8.6 cm at 
angle of projection of 40o. 

» On galvanised steel the highest separation for dura is 8.7 
cm at angle of projection of 30o while it is 9.7 cm at 25o for 
tenera. 

» The highest separation on plywood obtained for dura is 
17.0 cm at 30o while it is 13.0 cm for tenera at angle of 
projection of 25o. 
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