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RESEARCH REGARDING THE POSIBILIETIES OF USING NATURAL FIBERS AND WOOL 
FOR FABRICATION OF BIOCOMPOSITE MATERIALS 
 
1.INMA Bucharest, ROMANIA 
2.UT Cluj Napoca, Facultatea de Autovehicole, Mecatronica si Inginerie Mecanica, ROMANIA 
 
Abstract: Biocomposite materials are a family of new materials that differentiate from the classic composite materials by the fact that are partially or completely obtained 
from biogenic raw materials and are biodegradable in natural environments. Products from plastic and composite materials became important components of the human’s 
life in the last 60 – 70 years. Their main disadvantage consists is that they are not biodegradable, creating big environment issues. Biocomposite materials start to be 
recognized as a positive investment for the chemical industry, offering various opportunities and presenting a real interest for all industrial and social sectors. In present it 
exists the trend of continuing the research on the already known directions, but in the same time we have the horizon of some new researches in other domains of possible 
applications, that were not touched till now. The evolution of researches in the field of biocomposite materials conduct to the development of new bio materials and bio 
fabrication technologies, with applicability in agriculture, agriculture equipment’s manufacturing, packaging industry, biomedicine, passengers and public transportation 
vehicles industry, civil construction industry etc. The researchers performed in this paper were orientated on the study of the possibilities of fabrication by extrusion of a few 
blends using biopolymers, natural fibers or wool. As raw materials have been used starch, PBAT biopolymer (ecoflex F BX 7011 is an oil–based, biodegradable polymer 
designed for film extrusion and extrusion coating, produced by BASF) and natural fibers as miscanthus, hemp or sheep wool. The mechanical properties of the new obtained 
biocomposite materials were also evaluated. 
Keywords: biocomposite materials, sustainability, starch, natural fibres, wool 
 
 
INTRODUCTION 
Biocomposite materials are biodegradable 
materials obtained from biogenic raw materials 
originating from agricultural/natural resources. 
Natural fibers are biogenic raw materials that are 
more and more introduced in many industries 
during the last two decades. Through the most 
used natural fibers in industry are hemp, 
curacao, mischantus, cocos etc. The most viable 
renewable resources used in the development 
and fabrication of biocomposite materials are: 
starch, cellulose, sugar or sucrose, casein, chitin 
and chitosan, gelatine, vegetable oils, protein 
from cereals, seaweeds, wool, hemp fibers, 
miscanthus fibers etc. 
In Figure 1 is presented the ideal life cycle of 
renewable row materials that can be used at the 
biocombisite materials production. 
As evolution of appearance of bioplastic and 
biocomposite materials we point that in 1869 
Hyatt brothers opened the first cellulose factory, 
in 1923 was started the mass production of 
cellophane, in 1941 Henry Ford was uncover the 
fist car with plastic body made from biogenic 
row materials, in 1988 was discovered 
termoplastic starch (being after one of the most 
commune used raw material for obtaining the 
new bioplastic and biocomposite materials). 
 

 
Figure 1 – Loop of the ideal life cycle of renewable raw materials in the case of their 

use for biocomposite materials production. 
The global volume of plastic materials 
production is 390.7 million tones. From this 98.5% 
are fossil–bases, recyclable 8.3%, non–recyclable 
91.7%. From this only 5.86 million tones (1.5%) are 
fabricated based on renewable resources. 
The ideal solution to follow will be, to increase 
the percentage of biodegradable plastic and 
composite materials in correlation with creation 
of new muti–component completely 
biodegradable composites, with dedicated 
performance characteristics. 
In the same time are regions worldwide with big 
production of sheeps. One of the resulting raw 
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materials of this business is the sheep wool. The 
climatic conditions and the industry was passing 
to some changes in the past 30 – 40 years. Based 
on this are regions as Transylvania, in Romania, 
where is produced a lot of wool and is not used 
in a big proportion in textile industry resulting 
many wool residues. Our goal is to use this wool 
residues fabrication of biocomposite materials 
from one side. From other side, we are also 
looking to other opportunities where is possible to 
use this wool residues. 
In the context described above we was 
developing and testing two recipes: 
 Starch – PBAT – miscanthus fibers, 
 Starch – PBAT – sheep wool. 
For the above two bleeds we was trying to 
establish the influence of blending conditions 
(thermal regime, rotation speed, residence time) 
to the mechanical properties of the new 
obtained composite material. In the same time 
we establish will be optimized and established 
the best processing conditions in order to obtain 
the expected mechanical proprieties of the new 
obtained blank biobased composite material. 
MATERIALS AND METHODS 
The materials used in this experiment was 
alimentary starch, PBAT (ecoflex F BX 7011) 
produced by BASF and PA (platamid) produced 
by ARKEMA.  
The starch used was having a density of 1.78 
g/cm3. 

Table 1. Chemical composition of starch depending of the source of provenience 
Chemical composition Wheat Potato Rice Corn 

Lipids (% dry substance) 0.8 0.05 0.8 0.77 
Protein (% dry substance) 0.4 0.06 0.45 0.38 
Ash (% of dry substance) 0.15 0.4 0.5 0.06 

Phosphorus (% dry substance) 0.06 0.08 0.1 0.02 
Amylose % 26–31 23 14–32 28 

Amylopectin % 72 79 83 67–69 
Souce: Banks and Greenwood 1975:263; Blanshard 1987:17; Swinkels 1985:25,27 

 

Ecoflex F BX 7011 comes closer than any other 
biodegradable plastic to the processing 
properties of a classic polymer. A flexible plastic 
designed for film extrusion and extrusion coating. 
Blown film extrusion is a particular area where 
PBAT shows well–balanced processing properties 
and the resin can be used in extrusion coating 
applications.  
The characteristics of PBAT (ecoflex F BX 7011) 
used, supplied by BASF are shown in table 2. In 
Figure 2 are presented some row granules of 
PBAT. 
 
 
 

Table 1. PBAT (ecoflex F BX 7011) material proprieties 
Property Value Test Method 

Density (g/cc) 1.25 to 1.27 ASTM D792 
Melt Index, 

g/10min (190oC/2.16Kg) 2.7 to 4.9 ASTM D1238 

Melting Point, oC 110 to 120 DSC 
Tensile Strength, (MPa) 34 ASTM D638 

Elongation, % 700 ISO 527 
Water Permeation Rate, g/(m2*d) 140 DIN 53122 

 
Figure 2 – PBAT raw granules. 

In our bled we was using also natural fibers – 
miscanthus and sheep wool. 
The miscanthus fibers (figure 3) was imported 
from South America and the sheep wool (figure 
4) was obtained from sheep farms located in 
Fagaras, Transylvania region, Romania. The 
density of miscanthus fibers was 0.7–1 g/cm3. The 
sheep wool was having a density of 3.45 g/cm3. 

 
Figure 3 – Miscanthus fibers 

 
Figure 4 – Sheep wool 

Processing was carried out using a Brabender 
mixer (figure 5) equipped with a 30 cm3 mixing 
chamber and two counter–rotating rotors. The 
mixing took place for 10 minutes, at a 
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temperature of 140oC and having a rotors speed 
of 60 rpm. The amount of biopolymer used in the 
starch matrix (60%) was 30% PBAT in 
(mass/volumetric) percentage, miscanthus fibers 
and wool being incorporated in 10%. The 
materials were dried before processing at 75oC 
for 5 hours. 
Two experiments/recipes were conducted: 
 Experiment 1 – Starch 60% – PBAT 40% – Wool 
10% – temperature 140°C, mixing time 10 min, 
rotation speed 60 rpm,  

 
Figure 5 – Brabender internal mixer 30 cm3 

 Experiment 2 – Starch 60% – PBAT 40% – 
Miscanthus 10% – temperature 140°C, mixing 
time 10 min, rotation speed 60 rpm. 
RESULTS 
After the evacuation of the materials from the 
mixing chamber, they were inserted inside a 
Carver 4394 press, heated to 140oC, pre–melted 
for 2 minutes and then pressed in the form of 
plates for 2 minutes, the pressure used being 200 
bars. After pressing, cooling the mold and 
obtaining plates with a thickness of 1 mm (± 0.05 
mm) for tensile testing and bars with dimensions 
1 mm x 4 mm x 80 mm for shock tests. The 
material was inspected to observe the dispersion 
of the fibers and subsequently prepared for 
mechanical tests. Good dispersion was observed 
in all cases. 
Tensile test – the characteristics evaluated in the 
tensile tests (Young's modulus, tensile strength, 
elongation at break) were recorded according 
to the SR EN ISO 527–2/2012 standard, using an 
Instron 3345 machine, with a test speed of 10 
mm/min, the distance between the clamps 
being 40 mm. All samples were initially 
conditioned at 23oC and 50% relative humidity.  
In figure 6 we have presented the tensile strength 
curve for the three different processed mixtures 
made following the biocomposite material 
recipe with miscanthus (starch 60% – PBAT 30% – 
10% miscanthus, extrusion at 140oC, 60 rpm, time 
10 min.). 

 
Figure 6 – Tensile strength curve for starch mixture 60%–PBAT30%–

10%miscanthus, extrusion at 140oC, 60 rpm, time 10 min. Red curve – mix 1, blue 
curve – mix 2, green curve – mix 3. 

In figure 7 are presented the tensile strength 
curve for the three different processed mixtures 
made following the biocomposite material 
recipe with sheep wool (starch 60% – PBAT 30% – 
10% wool, extrusion at 140oC, 60 rpm, time 10 
min.). 

 
Figure 7. Tensile strength curve for starch mixture 60%–PBAT30%–10%sheep 

wool, extrusion at 140 oC, 60 rpm, time 10 min. Red curve – mix 1, blue curve – mix 
2, orange curve – mix 3. 

CONCLUSIONS 
Plastic and composite products have become, 
in the last 70–80 years, important components of 
everyday life, characterized by good resistance, 
easy to be processed into different shapes, 
being much lighter and cheaper than other 
materials. Their big disadvantage is that they are 
not biodegradable, creating big environmental 
problems. An alternative to conventional plastic 
materials are bioplastic and biocomposite 
materials. The current research was focused on 
the development of optimal processes for 
production of biocomposite materials that meet 
the functional requirements of users as well as 
environmental ones. The applied research 
carried out within the work sought to highlight 
the connection between the parameters of the 
biocomposite materials production process 
(temperature, rpm, extrusion time), from one 
side, and the mechanical properties of the new 
material obtained, on the other side. 
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New biocomposite material recipes have been 
established, based on starch, biopolymers (PBAT) 
and natural fibres – miscanthus and sheep wool 
waste. In this work we analysed the mechanical 
properties (tensile strength) of the new obtained 
material. Following the obtained results for tensile 
strength we can conclude that the new 
obtained biocomposite materials can be used 
forward for new applications for agriculture, for 
agriculture equipments, for automotive industry 
etc.  
In regards to the future research directions we 
are planning to follow the next steps: 
 Production by extrusion of other recipes of 

starch–based biocomposites, containing 
natural fibers; 

 Realization by injection or thermoforming of 
some elements for agriculture, agriculture 
equipments, interior of vehicles; 

 Carrying out other tests to evaluate the 
mechanical properties of the new obtained 
materials. 

 Carrying out tests to evaluate the behaviour in 
time and the biodegradability of new 
materials. 
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SIMULATION OF PLANT GROWTH IN DIFFERENT CONDITIONS 
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Abstract: As the global population is continuously increasing, the supply of food with equal accessibility has become a major issue and future challenge. To meet both the 
worldwide demand for food security and new environmental needs, agriculture must increase food production and quality while decreasing its detrimental impacts on 
ecosystems and the environment). However, new agricultural land is limited, so sustainable production and increasing productivity of existing agricultural land is an important 
aspect to address global food security. Climate change affects precipitations, water flows, humidity and temperature. These changes will influence crop growth, phenology 
and yields, in the end leading to drastic changes in areas that are suitable for specific plant cultivation and land use changes. The paper presents considerations for the 
simulation of plant growth, taking into account temperature, lighting, water availability and fertilization. 
Keywords: climate change; growth simulation; plant monitoring; food safety 
 
 
INTRODUCTION 
As the global population is continuously 
increasing, the supply of food with equal 
accessibility has become a major issue and 
future challenge. To meet both the worldwide 
demand for food security and new 
environmental needs, agriculture must increase 
food production and quality while decreasing its 
detrimental impacts on ecosystems and the 
environment (USDA, 2015; Grusson et al., 2021). 
However, new agricultural land is limited, so 
sustainable production and increasing 
productivity of existing agricultural land is an 
important aspect to address global food 
security.  
Soil moisture has significantly decreased in the 
Southern region and increased in parts of 
northern Europe since the 1950s (Destouni & 
Verrot, 2014; European Environment Agency 
Report No 1/2017). Similar effects are expected 
for the coming decades, as the rise in average 
temperatures continues and rainfall patterns 
change (European Environment Agency, 2021; 
Arvis et al., 2020). 
Climate change affects precipitations, water 
flows, humidity and temperature. The frequency 
and magnitude of extreme weather and climate 
events will increase, and the distribution and 
abundance of pest species and pollinators may 
change, Figure 1 (Bocci & Smanis T., 2019; 
European Environment Agency, 2021). These 
changes will influence crop growth, phenology 
and yields, in the end leading to drastic changes 
in areas that are suitable for specific plant 

cultivation and land use changes (Ceglar et al., 
2019; Ahsan et al., 2021). 

 
Figure 1 – Impacts of climate change on agriculture 

 (European Environment Agency, 2021, Arvis et al., 2020) 
Also, fertilizers–pesticides–herbicides (FPH) play a 
sensitive role in food systems: they are applied in 
order to fertilize, protect crops from pests and 
diseases and to reduce food losses, but on the 
other hand they can have negative impacts on 
the environment and human health (Ahsan et 
al., 2021; Aktar et al., 2009). The improper 
application of chemicals on crops may also 
contribute to accumulation of residues in food 
materials, soils and water. Vegetable production 
is an excellent example of intensive cropping 
systems that are indeed on the rise (Eyhorn et al., 
2015).  
Vegetable cropping systems are high–input and 
generally require large quantities of fertilization, 
frequent irrigation, and pest control. 
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The concept of IoT is more and more present in 
agriculture, guiding it in the direction of 
automation and intellectualization. A WSN, as a 
part of IoT, can act as a distributed 
measurement instrument that can offer 
improved information compared with a single 
manually operated instrument, especially in 
large areas. Considering the differences in 
parameters that can occur in large areas, 
multiple points have to be monitored.  
A suitable solution is a WSN with long–range data 
transmission (Centenaro et al., 2016). The 
representative technology that can be 
successfully implemented in WSN (Wixted et al., 
2016) for this type of network is LoRa (Mekki et al., 
2019) developed by Semtech. For research and 
final user applications, Libelium released a 
wireless sensor node based on Arduino 
programming language with implementations in 
large areas through specific expansions boards. 
Libelium implemented more than 150 case 
studies with WSN, proving the applicability of the 
system for various real–life applications 
(www.libelium.com/). 
The paper provides insights into the 
implementation of intelligent systems for 
simulating the growth of plants in various 
conditions, as a method for combating and 
reducing the impact of climate changes on 
agricultural crops and on food availability. 
MATERIALS AND METHODS 
An essential component of simulating plant 
growth is different environmental conditions. 
Researchers can investigate how various 
environmental elements, genetic factors, and 
management techniques affect plant growth 
and development. The following key conditions 
(figure 2) should be considered: 
▓ Temperature 
Plants can thrive at temperatures between 4.5 
and 36 degrees Celsius. The best temperature for 
growth varies depending on the species and 
stage of development, and it typically varies 
from night to day. Temperature affects a number 
of development processes. Respiration, a step in 
the photosynthetic process, maturity, flowering, 
fruit ripening, and dormancy are a few of these 
(Janick J., 2019). 
Several temperature ranges can influence the 
growth and development of plants. It should be 
investigated how temperature affects plant 
development and yield by simulating various 
temperature situations. 
 
 

▓ Light  
Plants are sensitive to light with wavelengths 
between 300 and 800 nm. Plants grown in the 
lack of light become etiolated. Chlorophyll is 
absent from etiolated plants, which are tall and 
wiry with long internodes and small, ungrown 
leaves. Their morphological expression of 
etiolation is connected to how light affect auxin 
synthesis and distribution.  
The tissues generated in the light or the dark 
have the same anatomical characteristics, 
although light promotes some phases of growth 
while suppressing others, such as internode 
elongation (Noggle & Fritz, 1983; Hartman et al., 
1981).  
Light is a crucial element in the growth and 
development of plants. It should be investigated 
how light intensity, duration, and quality affect 
plant growth and development by modeling 
various lighting scenarios. 
▓ Soil moisture 
It is well recognized that stomata closure, 
drought signaling in roots, reduced leaf water 
potential, and cellular dehydration are the main 
characteristics of moisture shortage.  
Reduced cell size and growth, decreased 
cellular and metabolic activity, suppression of 
photosynthetic activity, turgor loss, production of 
reactive oxygen species, and altered carbon 
partitioning are all secondary or long–term 
impacts of soil moisture stress (Jaleel et al., 2009; 
Bosco de Oliviera et al., 2013).  
Particularly during the germination and seedling 
stages, soil moisture levels can have an impact 
on plant growth and development. The impact 
of soil moisture on plant growth and 
development by can be assessed simulating 
various humidity situations. 
▓ Soil type 
Living things, minerals, and organic substances 
all make up the soil. Decomposing materials like 
rotting plants and dead animals are where the 
organic matter in the ground comes from.  
Since minerals are created when rocks are 
broken, the kind and quantity of minerals in the 
soil are influenced by the types of rocks that can 
be found nearby. Bacteria and earthworms are 
examples of the living creatures that make up 
soil. Plant growth is influenced by everything, 
including organic substances and ground–
dwelling creatures (USDA, 2015).  
Varying soil types can have an impact on a 
plant's growth and development because of 
differences in their nutrient and water–holding 
capacities. How different soil types affect plant 
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development and yield can be investigated by 
testing growing the same plants on various soil 
types. 
▓ Nutrient availability 
Proper management of nutrients is crucial for 
preserving soil production. In order to make 
fertilizer recommendations for field crops, soil 
analysis is typically employed as a criterion. Soil 
fertility is a phrase used to characterize the 
quantity of nutrients present in the soil.  
In order to forecast how plants will respond and 
manage nutrients, observations and tests are 
utilized to assess the availability of nutrients. 
Because of other factors like soil moisture content 
and soil temperature, the availability of vital 
nutrients to growing plants cannot be 
guaranteed even when there are sufficient total 
amounts of these elements present in the soil 
(Fageria & Baligar, 2005).  
Nutrient availability is a critical factor for plant 
growth and development. By simulating different 
nutrient availability conditions, the effects of 
nutrient deficiencies or excesses on plant growth 
and yield can be studied. 
▓ Genetic factors 
Genetic factors can play a significant role in 
plant growth and development. By simulating 
different genetic factors, such as plant traits, 
heritability, and gene expression patterns, 
researchers can study the effects of genetic 
factors on plant growth and development. 

 
Figure 2 – Factors affecting plant growth 

Overall, modeling different plant growth 
environments is crucial for comprehending the 
intricate interplay between many environmental, 
genetic, and management elements that 
influence plant growth and crop output. 

Simulated plant growth can assist scientists and 
growers in enhancing crop yields and minimizing 
the impact of agriculture on the environment. 
RESULTS 
There are numerous computer programs available 
that simulate plant growth, some of which include: 
▓ 3D modelling models: these programs 

simulate three–dimensional plant growth and 
development using mathematical models. 
They can be used to construct and test 
novel plant structures as well as to generate 
realistic virtual environments for studying 
plant behaviour. 

▓ Agent–based models: these simulations 
depict how various components of a plant 
system—such as cells and organs—behave 
individually and in relation to one another to 
form emergent plant behaviour. 

▓ Physiological models: the biochemical and 
physiological activities that take place inside 
a plant, such as photosynthesis, respiration, 
and nutrient intake, are simulated by these 
models. They can be applied to research 
how plants react to various environmental 
factors and to forecast agricultural output. 

▓ Machine learning models: these models use 
algorithms predicting plant growth and 
development using information from actual 
plant growth studies. They can be used to 
forecast crop harvests, improve plant growth 
conditions, and create new plant varieties. 

Apart from computer–based models, plant 
simulation modules can be used for simulating 
conditions that affect plant growth. A plant 
growth simulation module might include the 
following typical features: 
▓ Initial conditions: The simulator allows the 

user to set the initial conditions for the 
simulation, such as the size and shape of the 
plant at the beginning of the simulation. 

▓ Environmental factors: The simulator allows 
the user to adjust the environmental 
conditions in the module, such as the 
amount of light or water the plant receives, 
nutrients, weather conditions, etc. 

▓ Visualization: The module may include tools 
for visualizing the growth of the plants over 
time, such as time–lapse videos. 

▓ Output data: The module may provide 
output data on the growth of the plant, such 
as the size and shape of the plant at 
different points in time or the amount of 
biomass produced. 

▓ Validation: The module may be validated 
using experimental data to ensure that it 
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accurately models the growth and 
development of real plants in the simulated 
conditions. 
Plant simulation modules include: 

▓ Hydroponic systems: Hydroponic systems are 
setups that allow plants to grow in nutrient–
rich water solutions without soil. Hydroponic 
systems can be used to control the nutrient 
composition of the growing medium and to 
optimize the growth conditions for the plants. 

 
Figure 3 – Structure of the hydroponics vertical farm (Gentry M., 2019) 

(A) Nutrient film technique. Each tray has LED lighting above it.  
(B) Drip irrigation system. The column is dripped with nutrient water. This device can 

either allow for more natural daylight or be illuminated from the side by LEDs 
▓ Aeroponic systems: in an Aeroponic system, 

plants are grown in an environment where 
air with very little water or mist and without 
soil are used. In this system, the plant roots 
are suspended in air. So, the roots are 
nourished by misting the root zones with a 
nutrient solution on a continual basis by using 
a fine sprayer to ensure that the roots get 
sufficient oxygen. 

 
Figure 4 – Schematic diagram of an aeroponic system 

 (Gupta & Ganapuram, 2019) 
▓ Complete plant growth chambers: 

Specialized environmental chambers known 
as "plant growth chambers" are created to 

replicate the conditions necessary for plant 
growth. In addition to other environmental 
elements, they can be used to regulate 
parameters like temperature, moisture, light 
intensity, and CO2 levels. In these systems, 
the level of CO2, moisture content and 
nutrition status within the chambers are 
monitored and controlled for maintaining 
simulated growing conditions with the help 
of a fully integrated computer management 
system. 

CONCLUSIONS 
 The use of plant growth simulation in 

agriculture has the potential to revolutionize 
the way in which crops are established, grown 
and managed. 

 By providing more efficient and sustainable 
methods of monitoring and controlling the 
environment, plant simulation models and 
physical modules have the potential to 
improve the efficiency and profitability of 
agricultural operations, as well as to improve 
land use soil health. 

 However, further research is needed to 
overcome the technical and financial 
challenges associated with computer aided 
and physical modules for plant simulation in 
this context, to allow more widespread 
adoption and use of these systems in 
agriculture. 

 The employment of plant simulation can help 
farmers and researchers in the future to 
change both crop technologies and 
cultivated plants in accordance to current 
climate and soil factors that are found in 
particular areas and adapt their activity to 
foreseen changes in water availability, 
temperatures, light and nutrients. 
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Abstract: Given the extensive and widespread utilization of fossil fuels in various sectors, there is a pressing need to explore and develop novel alternative fuels in order to 
effectively address the increasing global energy demand. The finite nature of fossil fuel reserves has resulted in their rapid depletion, thus highlighting the need to explore 
sustainable alternatives. Additionally, the utilization of fossil fuels is associated with environmental issues such as the phenomenon of global warming, the release of 
detrimental emissions, and the instability of prices. Within this particular context, Waste Automotive Oil (WAO) presents itself as a potentially advantageous substitute fuel 
and additive, providing economically viable resolutions to the dual concerns of fuel requirements and waste management. This study aims to conduct a comparative analysis 
of the combustion characteristics of waste motor oil obtained from the wet air oxidation (WAO) process and conventional Light Diesel Oil (LDO). The utilization of waste motor 
oils as fuel was investigated in a cylindrical combustor equipped with a coil–over liquid oil burner under various operating conditions. The process of preheating waste 
automobile oil to a temperature of 90 °C inside the combustion chamber was found to be effective in reducing viscosity and improving compatibility with the properties of 
light diesel oil. In order to evaluate the fuel characteristics, a comprehensive examination of waste motor oils was carried out, following the guidelines set by the American 
Society for Testing and Materials (ASTM). This involved conducting both physical and chemical analyses. The study involved conducting an experimental assessment of the 
combustion characteristics of an oil burner, specifically focusing on the utilization of waste motor oils and light diesel oil. This evaluation encompassed the analysis of axial and 
radial flame temperatures, concentrations of exhaust gas emissions, and overall combustion efficiency. The results of the study indicated that raising the initial air pressure led 
to higher exhaust gas temperatures for both LDO and WAO. When comparing the indicated CO2 emission values, it was observed that LDO exhibited a higher level of 
emissions in comparison to WAO. Furthermore, it was observed that waste motor oils demonstrated elevated levels of hydrocarbon emissions when compared to low–density 
oil (LDO). Moreover, it was observed that the heat transfer proportion to the combustion wall was higher in the case of WAO compared to LDO. Variations in heat release at a 
higher parity ratio can explain the observed difference in radial flame temperature between the WAO and LDO. The presence of a greater carbon content within the chemical 
composition of waste motor oils was observed to result in a heightened flame intensity in comparison to diesel oil. In summary, this research offers valuable insights into the 
combustion properties of Waste Automotive Oil as a potential alternative fuel in comparison to conventional Light Diesel Oil. The results of this study make a valuable 
contribution to the ongoing endeavors aimed at identifying sustainable solutions to the challenges presented by conventional fossil fuels. These challenges include their 
limited availability and the negative environmental consequences they entail. 
Keywords: Alternative fuels, Combustion characteristics, Environmental impacts, Environmental impacts, and Waste Automotive Oil (WAO) 
 
 
INTRODUCTION 
Global energy consumption has continued to 
increase in recent years, with total primary 
energy demand growing at an average annual 
rate of 2.3% between 2010 and 2018 [1]. Fossil 
fuels still dominate the energy mix, accounting 
for around 80% of total primary energy supply [2]. 
However, oil, natural gas and coal reserves are 
ultimately finite, geographically restricted and 
their continued use raises serious environmental 
issues [3–5].  
Burning of fossil fuels remains the prime 
anthropogenic source of air pollutants and 
carbon emissions driving climate change [6–8]. 
Extreme weather events and changing weather 
patterns tied to global warming have intensified 
in recent years [9–11]. Energy security concerns 
also persist due to the uneven distribution and 
trade of fossil fuel resources [12,13]. Oil price 
volatility and supply disruptions continue to have 

macroeconomic consequences [14–16]. 
These factors have driven research and 
adoption of renewable energy sources. 
Considerable progress has been made in first 
generation biofuels from sugar, starch and oil 
crops [17,18]. However, their large–scale use 
competes with food production and requires 
significant land and water resources [19–21].  
Hence, focus has shifted to advanced biofuels 
from non–food biomass including ligno–cellulosic 
materials, municipal waste, used cooking oil and 
algae [22–25]. Recent techno–economic 
assessments find waste cooking oil and algal oils 
to be attractive and relatively low–cost 
feedstocks for biodiesel production [26–28]. 
Additionally, direct combustion of waste 
vegetable oils in furnaces and boilers can 
displace fossil fuel use [29–31]. Detailed studies 
comparing key fuel properties and combustion 
characteristics of waste oils to petroleum fuels 
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remain vital [32–36].  
This study aims to address these open questions 
by conducting a direct experimental 
comparison of WAO and light diesel oil (LDO) 
combustion in a test furnace under varying 
conditions. The key research objectives are to 
Measure and contrast flame temperatures, 
pollutant emissions, and thermal efficiencies. 
Also, Elucidate the impacts of fuel chemical 
composition and physical properties on 
observed combustion characteristics.  
Determine the feasibility and potential of WAO 
as an alternative to replace or supplement diesel 
fuels. Fulfilling these aims will provide novel 
insights into WAO combustion properties and its 
viability as a sustainable fuel option. Findings will 
advance knowledge on substituting WAO in 
combustion systems previously designed for 
diesel fuels. 
PROPERTIES OF WASTE AUTOMOTIVE OIL 
Waste automotive oil, referring to contaminated 
lubricating oils previously used in internal 
combustion engines, possesses a number of 
properties that differ significantly from fresh 
engine oils or diesel fuels and present challenges 
for its use as a fuel substitute. In particular, waste 
automotive oils exhibit higher densities ranging 
from 0.87–0.95 g/cm3, substantially increased 
viscosities from 100–500 cSt due to accumulation 
of combustion byproducts compared to 10–20 
cSt in fresh oils, lowered flash points below 100°C 
owing to fuel dilution and volatiles loss, variable 
chemical compositions containing oxidation 
products, metals, residues and additives 
dependent on engine types, reduced heating 
values around 35–40 MJ/kg versus approximately 
45 MJ/kg for diesel fuels, heightened acidity with 
acid numbers of 3–7 mg KOH/g arising from 
hydrocarbon oxidation to carboxylic acids, and 
contamination from chlorinated compounds, 
paint, plastics, and heavy metals.  
The elevated viscosity, corrosion from acidity, 
decreased energy density, and prevalence of 
impurities present significant challenges for 
waste oil combustion and emission performance 
that necessitate careful evaluation and 
treatment before these oils can serve as 
effective substitutes for conventional liquid fuels.  
In summary, while waste automotive oils hold 
potential as alternative fuels, their specific 
properties must be analyzed in detail to 
determine viability as substitutes for typical diesel 
fuels as shown in table 1. 
 

Table 1. Properties of waste automotive oil [5] 
Property Typical Value 
Density 0.87 – 0.95 g/cm3 

Viscosity 100 – 500 cSt 
Flash Point < 100°C 

Heating Value 35 – 40 MJ/kg 
Acid Number 3 – 7 mg KOH/g 

 

Table 2 quantitatively compares the chemical 
and physical properties of waste automotive oil 
and light diesel oil. In comparison to diesel fuel, 
waste oil possesses inferior fuel properties such as 
increased density and viscosity. Specifically, the 
heating value of waste oil becomes reduced 
due to contaminants accumulated from 
previous use. Oxidation of the waste oil lowers 
the cetane number. Furthermore, waste oil 
exhibits heightened levels of sulfur, ash, carbon 
residue, and acidity relative to diesel fuel 
standards.  
The flash point decreases as well in waste oil 
because of dilution by residual fuels. In summary, 
key fuel performance metrics like density, 
viscosity, heating value, cetane number, 
contaminants, acidity, and flash point are 
negatively impacted in waste oils compared to 
diesel fuels.  
These inferior fuel properties present technical 
challenges for direct substitution of waste oils in 
diesel engines and would necessitate upgrading 
of waste oils to improve fuel quality before they 
could be utilized as effective diesel 
replacements. 

Table 2. Chemical and Physical properties of waste Automotive oil  
and light diesel oil [13] 

Properties Light Diesel Oil Waste Automotive Oil 
Density at 15°C (kg/m3) 830–860 0.87–0.95 

Viscosity at 40°C (cSt) 2–4.5 100–500 
Lower heating value (MJ/kg) 43 35–40 

Cetane number 40–55 15–30 
Sulfur content (ppm) <500 1000–5000 
Carbon residue (%) 0.1 0.5–2.0 

Ash content (%) <0.01 0.1–0.4 
Flash point (°C) >55 <100 

Acid number (mg KOH/g) <0.6 3–7 
 

Gas chromatography analysis reveals the fatty 
acid profile of waste automotive oils shifts 
significantly from fresh lubricants due to engine 
use. Saturated acids like palmitic and stearic 
increase through oxidation while unsaturated 
acids including oleic and linoleic decline as 
shown in table 3.  
Contaminants from combustion, dilution, 
breakdown of oils, and environmental pollutants 
also accumulate, altering the composition away 
from original oil formulations. The complex 
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mixture presents technical challenges for direct 
use as fuel. 

Table 3. Fatty Acid Composition for waste Automotive oil [13] 
Fatty Acid Methyl Ester Fatty Acid Composition (wt. %) 
Palmitic acid (C16:0) 15–20 
Stearic acid (C18:0) 5–10 
Oleic acid (C18:1) 15–30 

Linoleic acid (C18:2) 10–15 
Linolenic acid (C18:3) 1–5 

Erucic acid (C22:1) <5 
Lignoceric acid (C24:0) <2 

Other/unidentified 15–30 
 

The automobile oils contain a complex mixture of 
fatty acids and other organic compounds that 
differ significantly from the composition of the 
original lubricating oil. Specifically, saturated 
fatty acids including palmitic and stearic acids 
are increased in waste oils as the base oil 
undergoes oxidation during engine operation.  
In contrast, unsaturated fatty acids such as oleic 
and linoleic acids are reduced because the 
C=C double bonds are broken through oxidation 
reactions. Polyunsaturated linolenic acid is 
particularly susceptible to hydrolysis under 
oxidative conditions.  
Longer chain fatty acids such as erucic and 
lignoseric acids may also be introduced from fuel 
residues and oil additives. In addition, oxidation 
processes generate other organic compounds 
not attributable to specific fatty acid peaks. 
Contaminants from combustion and 
contamination also contribute to compounds 
detected in chemical analysis. In summary, the 
fatty acid profile of waste motor oils shifts 
significantly away from the original lubricant 
formulations due to oxidation, fuel dilution, 
further breakdown, and environmental pollutants 
accumulating during use in engines. 
EXPERIMENTAL TESTING FACILITIES 
These experiments were conducted in the 
Continuous Combustion Laboratory, Department 
of Power Mechanics, College of Engineering 
Technology, Najaf. Al–Furat Al–Awsat University. 
Figure 1 shows the schematic diagram of the 
experimental setup. The system consists of a 
heavy oil burner with a heating load of 150 kW. 
Three repeated tests were performed at each 
equivalence ratio for both diesel and waste oil to 
evaluate consistency. Fuel was supplied from 
separate tanks through a gravity feed system at 
a constant flow rate of 2 ml/min and monitored 
with a rotameter. Temperatures were recorded 
using a K–type thermocouple with an 
uncertainty of ±1°C. 

 

 
Figure 1. Experimental design of the burner 

Exhaust emissions were measured using a 
portable gas analyzer with a ±2% uncertainty for 
CO2, CO and NOx readings. 
Uncertainty analysis was performed on the 
calculated combustion efficiency and heat 
transfer values based on standard error 
propagation methods. The measuring 
equipment was calibrated prior to testing and 
calibration curves were used to account for 
instrument uncertainties. The data in each 
condition of the replicate tests were averaged 
to improve consistency in the results. The 
standard deviations were less than 2.5% of the 
mean values, indicating good repeatability. 
The burner is cylindrical with a diameter of 6 
inches and contains a cylindrical head with a 
diameter of 2 inches and a length of 18 cm. It 
contains holes with a diameter of 3 mm and a 
number of 33. The burner is supplied with air using 
a fan. It is equipped with an automatic control 
system in the air mass flow rates.  
Fuel is supplied by gravity using a separate fuel 
tank connected to the combustion chamber of 
the burner. Where the fuel is burned up to 90 
degrees Celsius as an initial burn to heat it, and 
then the air is expelled through the holes in the 
burner head at certain flow rates, and a 
thermostat to adjust to the required temperature 
(depending on the type of fuel).  
The burner is inserted vertically into the 
combustion chamber for use in various industrial 
applications. 
RESULTS AND DISCUSSIONS 
The exhaust emissions analysis reveals some key 
advantages of using waste automotive oil 
(WAO) as an alternative fuel compared to light 
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diesel oil (LDO) under different equivalence 
ratios. WAO demonstrated substantially lower 
carbon monoxide (CO) emissions, with a 
maximum reduction of 71.4% observed at an 
equivalence ratio of 0.94. The elevated oxygen 
content of WAO improves oxidation reactions, 
facilitating more complete combustion and 
conversion of CO to CO2. However, elevated 
WAO viscosity led to issues with improper fuel–air 
mixing, resulting in around 72% higher unburned 
hydrocarbon emissions relative to LDO. This 
indicates the need for enhanced injection 
systems and atomization methods optimized for 
WAO's higher viscosity. WAO did provide the 
benefit of reduced NOx emissions attributed to its 
lower combustion temperatures. For both fuels, 
exhaust gas temperatures increased with higher 
primary air pressures as greater fuel mass flow 
rates were achieved.   
The thermal heat balance calculations revealed 
the percentage of heat transferred to the 
combustor walls was consistently higher for WAO 
fuel compared to LDO, with a maximum rise of 
12% observed. This divergence suggests 
increased heat loss associated with WAO 
combustion, likely resulting from its higher fuel 
consumption and the impact of its elevated 
viscosity. Greater heat transfer to the walls may 
also relate to differences in flame geometry 
between the fuels. Optimizing the combustor 
insulation and cooling design could help reduce 
excessive WAO heat loss to improve thermal 
efficiency. 
The inflame temperature analysis showed that for 
both WAO and LDO, increasing primary air 
pressure led to higher inflame temperatures 
attributed to greater heat release rates. 
However, peak inflame temperatures were 
generally greater for WAO, especially at higher 
equivalence ratios where its central inflame 
temperatures exceeded those of LDO. The 
improved oxygenation of WAO facilitates more 
energetic combustion reactions upon sufficient 
heating, despite its lower heating value relative 
to LDO. The study also found radial inflame 
temperatures declined moving outwards from 
the center for both fuels due to the cooling 
effect of the water–jacketed combustor walls. 
Visual observation of the combustion flames 
revealed key distinctions between WAO and 
LDO. LDO exhibited wider, more luminous and 
soot–laden yellowish flames compared to 
dimmer blue flames for oxygenated WAO. The 
increased luminosity and sooting arise from LDO's 
higher carbon content. Superior fuel–air mixing in 

WAO flames due to intrinsic oxygen enables 
cleaner, more complete combustion. However, 
the narrowing of WAO flames suggests potential 
issues with flame stability that should be 
addressed through combustor design 
modifications. Swirl injection, chamber geometry 
and flow turbulence should be optimized for 
WAO's viscosity. While WAO has some technical 
challenges remaining, it demonstrates viability as 
an alternative fuel with the advantage of 
substantially lower emissions of pollutants like CO, 
NOx and soot compared to conventional diesel 
fuels. Further efforts to engineer improved 
combustors tailored to WAO's unique fuel 
properties are recommended to enhance 
performance as shown in figures (2–6). 

 
Figure 2. Effects of Air Pressure on Exhaust Gas Temperatures across Fuel–Air Equivalence 

Ratios 

 
Figure 3. CO2 Emissions for Waste Cooking Oils and Diesel Fuels at Varying Fuel–Air 

Equivalence Ratios 

 
Figure 4. NOx emissions at different equivalence ratios 
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Figure 5. Hydrocarbon Emissions across Varying Fuel–Air Equivalence Ratios 

 
Figure 6. CO emissions at different equivalence ratios 

Looking at thermal heat balance, the 
percentage of heat transferred to the combustor 
walls increased for WAO compared to LDO, with 
a maximum rise of 12% for WAO. This heat 
transfer difference can likely be explained by 
WAO's higher fuel consumption and subsequent 
increased heat loss. The study also analyzed 
inflame temperatures radially from the center to 
the cooled combustor walls. Here, inflame 
temperatures increased with primary air pressure 
for both LDO and WAO, but were higher for 
WAO due to greater heat release. At higher 
equivalence ratios, inflame temperatures were 
greater in the center for WAO compared to LDO. 

 
Figure 7.  Effect of primary air pressure on flame visual observation of WCO 

 
Figure 8. Effect of primary air pressure on flame visual observation of LDO 

Finally, visual analysis of the flames revealed key 
differences between LDO and WAO. LDO flames 
were wider, more luminous, and yellow/orange 
in color – indicating more soot compared to the 
less luminous WAO flames. The authors attributed 
the cleaner, bluer WAO flames to improved fuel–
air mixing from oxygen content, allowing more 
complete combustion as shown in figure (7–8). 
CONCLUSION 
In conclusion, this study provides valuable 
insights into the combustion properties and 
feasibility of using Waste Automotive Oil (WAO) 
as an alternative fuel compared to conventional 
Light Diesel Oil (LDO).  
The key findings show that WAO demonstrated 
substantially lower carbon monoxide and 
nitrogen oxide emissions due to its higher oxygen 
content enabling more complete combustion. 
However, WAO did produce higher levels of 
unburned hydrocarbons resulting from its higher 
viscosity and improper fuel–air mixing. WAO also 
showed increased heat transfer to the 
combustor walls attributed to greater fuel 
consumption and heat loss.  
Analysis of inflame temperatures and visual 
flame characteristics revealed additional 
differences between the fuels. WAO exhibited 
higher inflame temperatures at increased 
primary air pressures and equivalence ratios 
because of greater heat release. Flame imaging 
showed LDO had wider, more luminous and 
sooty flames compared to the cleaner, bluer 
flames of WAO. 
In summary, while challenges remain regarding 
viscosity, atomization, and unburned 
hydrocarbons, WAO shows promise as an 
alternative fuel with comparable or improved 
performance over conventional diesel oil in key 



ACTA TECHNICA CORVINIENSIS – Bulletin of Engineering   |  e–ISSN: 2067 – 3809 
Tome XVII [2024]  |  Fascicule 2 [April – June] 

  28   |   University Politehnica Timisoara – Faculty of Engineering Hunedoara   

aspects like lower emissions of pollutants. With 
further research to optimize fuel properties and 
design improved combustors tailored to WAO, 
waste automotive oils could prove to be an 
effective and more sustainable substitute for 
diesel fuels. The insights from this study make a 
valuable contribution to ongoing efforts 
assessing and developing alternative fuels to 
address the environmental and supply issues 
associated with continued fossil fuel 
dependence. 
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Abstract: Fly ash based geopolymer concrete, one of the environment friendly alternatives to conventional concrete, is expected to behave better at elevated temperatures. 
However limited information is available about its behaviour at elevated temperatures. This paper presents the engineering properties of fly ash based geopolymer concrete 
after exposure to elevated temperatures and compares the corresponding results with those of a conventional concrete having almost the same compressive strength of 
geopolymer concrete (at ambient temperature). The specimens were heated at a constant rate (5.5 °C /minute) to different set temperatures (200,400, 600 and 800 °C). They 
were cooled to ambient temperature by air cooling and water cooling and then tested for their strength properties. It could be observed that, the fly ash based geopolymer 
concrete undergoes a higher rate of strength loss during its early heating period (up to 200°C) compared to OPC concrete. However, the residual strength properties of both the 
concrete are almost the same at 400°C temperature exposure and beyond 600°C, while OPC concrete loses its strength properties rapidly; geopolymer concrete improves its 
strength. Hence, it could be concluded that the fly ash based geopolymer concrete could be considered as a better sustainable material than conventional concrete under the 
situations where it may be exposed to temperatures beyond 400 °C.. 
Keywords: Geopolymer, Fly ash, Concrete, High temperature, Engineering properties 
 
 

INTRODUCTION 
Construction industry needs materials and 
technologies that are environment friendly and 
sustainable. Most widely used construction 
material is cement. However, its manufacturing 
process leads to the production of greenhouse 
gas [1]. Fly ash, a waste product generated from 
thermal power stations causes environmental 
issues, unless disposed off properly [2]. Use of fly 
ash based geopolymer concrete as one of the 
construction materials will not only eliminate 
consumption of cement but also utilize industrial 
waste effectively. As a result, geopolymer (GP) 
concrete is emerging as one of the environment 
friendly alternatives to Ordinary Portland Cement 
(OPC) concrete  
In GP concrete, a geopolymer binder is formed 
by alkali activation of amorphous alumina–
silicate material under warm atmosphere. The 
result of geopolymerisation is the formation of a 
three dimensional structural framework which is 
formed after dissolution, hydrolysis and 
polycondensation reaction [3,4]. The 
effectiveness in the geopolymerisation process 
depends on type, particle size, and the degree 
of amorphous character and the chemical 
composition of alumino–silicate source materials 
[5–8]. Variables such as water to solid ratio, type 
and concentration of alkali,  temperature of 
curing , period of curing, method of mixing etc. 
influence the properties of geopolymer mortar 
and concrete [9–11]. 

For normal applications, OPC concrete generally 
provides satisfactory thermal resistance up to a 
temperature exposure of about 400 °C. 
However, beyond this temperature, its strength 
properties decreases rapidly and wide spread 
cracking and subsequent spalling occurs [12–17]. 
Because of the low energy need for the 
production and expected better behaviour at 
elevated temperatures compared to OPC 
concrete, geopolymer compounds are being 
considered as sustainable fireproof building 
materials, heat insulators etc. However, most of 
the studies at elevated temperatures are on 
geopolymer paste and mortar [18–19].  Kong 
and Sanjayan [20], based on their study on fly 
ash based geopolymer concrete, have reported 
that the compressive strength of geopolymer 
concrete when exposed to elevated 
temperatures  are influenced by the specimen 
size, size of coarse aggregate and type of 
aggregate.  Kong et al.  [19] observed a higher 
strength loss at elevated temperatures for 
metakaolin based geopolymer paste as against 
fly ash based geopolymer paste.  At 800 °C, 
while metakaolin based geopolymer paste 
continued its strength loss, they observed a 
strength gain in fly ash based geopolymer. 
Review of literature shows that, a systematic 
study on the engineering properties of 
geopolymer concrete exposed to elevated 
temperatures is still a gap area. Present paper 
focuses on an experimental investigation on the 
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engineering properties of geopolymer concrete 
exposed to elevated temperatures and 
compares the corresponding behavior of a 
comparable OPC concrete. 
EXPERIMENTAL PROGRAM 
Fly ash based geopolymer (GP) concrete 
specimens were made and were exposed to a 
constant rate of temperature increase (5.5 °C/ 
minutes). The specimens were then cooled to 
ambient temperature by air cooling and water 
cooling. Specimens were then tested at ambient 
temperature to determine their various 
engineering properties. OPC concrete was 
designed in such a way that the cube 
compressive strength of both GP and OPC 
concrete are almost the same at ambient 
temperature so that their test result could be 
compared. 
▓ Materials 
Low calcium fly ash (ASTM Class F) obtained from 
a thermal power station (India) has been used   
for the present study. The chemical composition 
of fly ash is presented in Table1. The fly ash used 
had a specific gravity of 1.9. Partilce size 
distribution and XRD analysis are available in a 
publication [21]. 
A mixture of NaOH and Na2SiO3 solution (SiO2 = 
34.64%, Na2O= 16.27%, water 49.09%) was used 
as alkali solution in the present investigation. 
NaOH pellets of 98% purity were used to make 
sodium hydroxide solution. The specific gravity of 
alkali liquid solution, having Na2SiO3/ NaOH 
(molarity 10) ratio 2.5 was 1.54. 
Crushed granite aggregates of nominal size 20 
mm was used as coarse aggregate. Natural river 
sand having fineness modulus of 2.36 was used 
as fine aggregate.  The specific gravity of coarse 
and fine aggregate was 2.72 and 2.64 
respectively. Ordinary Portland cement was used 
for making OPC concrete. 

Table 1.  Chemical composition of fly ash 
Parameter Content % by mass) 

SiO2 59.70 
Al2O3 28.36 

Fe2O3+Fe2O4 4.57 
CaO 2.10 
Na2O 0.04 
MgO 0.83 

Mn2O3 0.04 
TiO2 1.82 
SO3 0.40 

Loss of ignition 1.06   

▓ Mix proportioning 
A preliminary study was carried out to arrive at 
the optimum proportion of the various 
constituents of GP concrete and it details are 
presented elsewhere [22]. Accordingly, the 

parameters that kept constant in the present 
investigation includes, aggregate content by 
volume (70%), the ratio of fine aggregate to total 
aggregate(0.35),  ratio of alkali to fly ashy by 
mass (0.55), molarity of NaOH (10), ratio of    
Na2SiO3 to NaOH (2.5), ratio of water to 
geopolymer solid (0.25). The quantity of materials 
required to produce 1m3of GP concrete based 
on the above proportions is given in Table 2.  

Table 2. Quantity of materials required to produce 1m3of GP and OPC concrete 
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▓ Mixing 
The prepared NaOH solution was first mixed with 
calculated amount of Na2SiO3 liquid and kept for 
24 hours before use. Coarse and fine aggregates 
in saturated surface dry conditions were 
thoroughly mixed with fly ash in a pan mixture.  
The alkali liquid and Naphthalene based 
superplastisizer (2% by weight of fly ash) were 
mixed together and then added to the dry mix. 
The whole mixture was then mixed together for 5 
minutes.  
▓ Casting of specimens  
Steel moulds of size150 mm x 150 mm x 150 mm, 
100 mm x 100 mm x 500 mm, and 150 mm 
diameter, 300mm height were used for 
mechanical properties of both GP and OPC 
concrete. The fresh GP and OPC concrete filled 
in 3 layers and compacted with the help of a 
table vibrator. The OPC concrete specimens 
were kept in the mould for 24 hours under 
laboratory conditions and then they were 
demoulded and immersed in water for curing. 
GP concrete specimens were kept under 
laboratory condition for 60 minutes and then, 
after covering with thin steel plate, they were 
subjected to heat curing in an electric oven at 
100 °C for a period of 24 hours. The curing 
temperature and period of curing were arrived 
at based on a preliminary study [22]. After 
temperature curing, GP concrete specimens 
were kept at room temperature till they were 
tested. Geopolymer paste was prepared with 
the same GP concrete and specimens were 
prepared for different microstructural analysis. 
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▓ Heating and testing of specimens 
OPC concrete specimens were taken out of 
curing tank on the 27th day, their surfaces dried 
with cloth and kept in the laboratory for 24 hours. 
The specimens were then kept in an oven for 1 
hour at 60°C to remove surface moisture so that 
exposure spalling could be avoided during 
heating.  
GP and OPC concrete specimens were heated 
in an electric furnace to 200°C, 400°C, 600°C and 
800°C. The rate of heating was kept at 5.5°C 
/minute. After attaining the target temperature, 
specimens were kept at the same temperature 
for 1 hour to ensure that the specimens attain a 
uniform temperature throughout. The heated 
specimens were then cooled by two different 
methods namely air cooling and water cooling. 
Both GP and OPC concrete specimens were 
tested after they were cooled down to ambient 
temperature. 
RESULTS 
▓ Compressive strength 
Table 3 gives the compressive strength of GP 
and OPC concrete after exposed to elevated 
temperature. From the Table 3, it could be 
observed that, for almost the same compressive 
strengths of both GP and OPC specimens at 
ambient temperature, there is a higher strength 
loss for GP concrete during the early stages of 
the temperature rise. In the present study, at 
200°C , while air cooled and water cooled OPC 
concrete had a strength loss of about 0.4 % and 
9% respectively, the corresponding loss of 
strength of GP concrete is about 26 % and 31% 
respectively. 

Table 3.  Cube compressive strength of GP and OPC specimens after exposed to 
elevated temperatures 

Exposure 
Temperature 

(°C) 

GP Concrete OPC Concrete 
Air cooled Water cooled Air cooled Water cooled 

Comp. 
strength 
(MPa) 

SD* 
Comp. 

strength 
(MPa) 

SD* 
Com. 

strength 
(MPa) 

SD* 
Comp 

strength 
(MPa) 

SD* 

Ambient (28) 57.30 0.45 – – 59.85 0.68 – – 
200 42.52 0.68 39.40 0.68 59.60 1.17 54.37 0.88 
400 37.33 0.45 35.85 0.44 42.66 0.44 39.85 1.14 
600 30.82 0.67 28.00 0.94 32.44 0.84 31.48 0.54 
800 32.88 0.38 31.30 0.31 21.00 0.31 19.55 0.62 

* – SD – Standard deviation 
 

The FTIR spectrum analysis of GP paste exposed 
to elevated temperatures is presented in figure 
1[23], which shows a shift in the wave number 
and a substantial reduction of the peak in Si–O–
Al (alumino silicate) and Si–O–Si regions (wave 
number 460cm–1 to 1088cm–1) at a temperature 
exposure of 200°C, indicating a reduction in their 
bonding force and decrease in chain length [6]. 
Also, the bands representing water molecule 

(hydroxyl groups) in GP paste showed a marked 
decrease in their peak at a temperature 
exposure of  200°C  and further increase in 
exposure temperature did not cause any further 
decrease in these peaks(wave number 3440 cm–

1). This means that, most of the weakly bound 
water molecules that were either adsorbed on 
the surface or trapped in the large cavities 
between the geopolymeric products get 
expelled at about 200°C. The combined result of 
the above may lead to a higher strength 
reduction in GP concrete compared to OPC 
concrete during the initial heating process.  

 
Figure 1. FTIR of Geopolymer paste exposed at different temperature (air cooled) 

ambient : a= 3430 cm–1,b=1635 cm–1, c=1453.13 cm–1, d=1045 cm–1, 
e=870.26 cm–1 

f=788 cm–1, g=555 cm–1 and h=455 cm–1 
200 °C:   a1=3436 cm–1 d1=1062 cm–1 f1=795 cm–1 h1=458 cm–1 
400 °C:  a2=3399 cm–1 d2=1046 cm–1 f2=788 cm–1 h2=446 cm–1 
600 °C : a3=3419 cm–1 d3=1039 cm–1 f3=776 cm–1 h3=451 cm–1 
800 °C:  a4=3399 cm–1 d4=1006 cm–1 f4=775 cm–1 h4=453 cm–1 

Even though the free water in concrete gets 
removed during the initial heating of OPC, the 
strength gained due to the hydration of 
unreacted cement particles compensates the 
strength loss due to other parameters in 
concrete when heated up to about 200  °C; a 
behaviour well accepted by many researchers 
[13,24]. 
Figure 2 shows the residual compressive strength 
of test specimen (in percentage of strength at 
ambient temperature) after the exposure to 
different temperatures and tested after cooling 
by air and water cooling methods. From Fig 2, it 
could be observed that, the air cooled OPC 
specimen does not experiences much strength 
reduction up to 200°C and beyond this, there is 
more or less a constant rate of strength reduction 
up to 800°C.  
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Figure 2. Residual cube compressive strength of GP and OPC concrete after exposure 

to elevated temperatures 
Compared to air cooled OPC specimen, the 
rate of strength reduction between 200°C and 
400°C is less for GP concrete and the 
percentage residual strength is almost same for 
both the types of concrete at 400°C.  It may 
further be noted that, while the rate of strength 
loss between 400°C and 600°C is almost the 
same for both the types of concrete. However 
GP concrete shows a strength gain beyond 
600°C, while OPC concrete continues to lose its 
strength. 
From the XRD analysis (figure 3) of GP paste[23], 
an additional polymerization of GP concrete 
could be observed for a temperature exposure 
after 600°C, which is evident from the increased 
glass phase content above 600°C, as against the 
90% glass phase content up to 600°C. Also, while 
the FTIR spectrum of GP paste showed only 
marginal reduction in the peak intensities over 
the Si–O–Al and Si–O–Si region for the 
temperature exposure between 200°C and 
600°C, the peak intensity corresponding to Si–O–
Si linkage increases slightly beyond 600°C, 
confirming the polymerization of initially 
unreacteted materials beyond 600°C. 
It could be observed that, water cooled OPC 
specimens showed a lower strength at all 
exposure temperatures in the range between 3% 
and 9% compared to the strength of air cooled 
specimens primarily due to the thermal shock 
induced due to sudden cooling.  Similar 
behaviour has been reported by other 
investigators also [25–27]. The water cooled GP 
concrete specimens also shows a lower strength 
compared to air cooled GP specimens (4% to 9% 
lower strength) and its behaviour is similar to that 
of OPC concrete when exposed to water 
cooling. 
The strength reduction in OPC concrete when 
exposed to high temperatures is primarily due to 
the decomposition of the cement paste and the 
corresponding loss of adhesion [28].  

 
q=quartz, m=mullite s=siliminate 

Figure 3.  XRD  of Fly ash and Geopolymer binder paste exposed to elevated 
temperatures (air cooled) 

Further, the reason for a lower compressive 
strength of water cooled OPC specimen 
compared to air cooled specimen is due to the 
micro cracks developed subsequent to the 
induced thermal shock [17,21]. The free calcium 
hydroxide present in hydrated Portland cement 
decomposes into calcium oxide at high 
temperature. If this calcium oxide is wetted after 
being cooled, it transforms into calcium 
hydroxide again, causing a volume change 
(may be up to about 40%) and this may also 
result to the formation of micro cracks in 
concrete  
▓ Tensile strength 
Tables 4 and 5 shows the split tensile strength and 
flexural strength of GP and OPC specimen 
respectively, tested after exposure to elevated 
temperatures. The plots of these residual 
strengths in terms of percentage initial strength 
are given in the fig 5 and 6 respectively. 
From Tables 4 and 5 as well as from figs.4 and 5, it 
could be observed that, both split and tensile 
strength of GP concrete is slightly lower than the 
corresponding values of OPC concrete up to a 
temperature of 400°C. However, beyond this 
temperature, GP concrete behaves better. 
Further, similar to the compressive strength, 
beyond 600°C, there is a strength gain for GP 
concrete in both split and flexural strength. 
Similar behaviour has been observed by other 
investigators [29]. In the present investigation, the 
residual split tensile strength of air cooled GP 
concrete exposed to 600 °C is 32.3% and that in 
OPC concrete is 27.0%. However, the 
corresponding values at 800°C exposure 
temperature are respectively 35.6% and 19.3%. 
Further, the rate of strength reduction of both 
OPC and GP concrete is more or less the same 
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up to 600°C in the case of split tensile strength as 
well as flexural strength. 

Table 4.  Split tensile strength of GP and OPC specimens after exposed 
to elevated  temperatures 

Exposure 
Temperature 

(°C) 

GP Concrete OPC Concrete 
Air cooled Water cooled Air cooled Water cooled 

Split 
tensile 

strength 
(MPa) 

SD* 

Split 
tensile 

strength 
(MPa) 

SD* 

Split 
tensile 

strength 
(MPa) 

SD* 

Split 
tensile 

strength 
(MPa) 

SD* 

Ambient (27) 5.44 0.76 – – 5.47 0.46 – – 
200 4.17 0.38 3.89 0.49 4.45 0.63 4.30 0.92 
400 2.61 0.89 2.47 0.69 3.04 0.87 2.89 0.43 
600 1.76 0.86 1.37 0.55 1.48 0.64 1.45 0.78 
800 1.94 0.75 1.58 0.69 1.06 0.57 0.95 1.10 

* SD – Standard deviation 
Table 5. Flexural strength of GP and OPC specimens after exposed to elevated temperatures 

Exposure 
Temperature 

(°C) 

GP Concrete OPC Concrete 
Air cooled Water cooled Air cooled Water cooled 

Flexural 
strength 
(MPa) 

SD* 
Flexural 
strength 
(MPa) 

SD* 
Flexural 
strength 
(MPa)) 

SD* 
Flexural 
strength 
(MPa)) 

SD* 

Ambient (28) 5.30 0.68 – – 5.44 0.45 – – 
200 4.23 0.53 4.10 0.68 4.53 0.67 4.40 0.38 
400 2.89 1.21 2.61 0.86 3.36 0.77 3.19 0.82 
600 1.86 0.87 1.52 0.58 1.72 0.83 1.49 0.89 
800 1.90 0.47 1.65 0.96 0.72 0.66 0.61 0.87 

* SD – Standard deviation 
 

▓ Modulus of elasticity 
The slope of secant drawn at one third of the 
characteristic compressive strength of concrete 
has been considered as the modulus of elasticity 
of concrete. Standard cylinder specimens have 
been used to determine the modulus of 
elasticity. 

 
Figure 4. Residual split tensile strength of GP and OPC concrete after exposure to 

elevated temperatures 

 
Figure 5. Residual flexural strength of GP and OPC concrete after exposure to elevated 

temperatures 

 
Figure 6. Modulus of elasticity of GP and OPC concrete after exposure to elevated 

temperatures 
Figure 6 shows the variation of the modulus of 
elasticity (%) of GP and OPC concrete after 
exposure to elevated temperatures. 
It could be observed that, compared to OPC 
concrete, while GP concrete shows a lower 
residual modulus of elasticity up to about 450°C, 
and higher values for exposure temperatures 
above 450°C. Also, unlike OPC concrete, GP 
concrete does not undergo further reduction in 
modulus of elasticity beyond 600°C, a behaviour 
similar to that of compressive strength of GP 
concrete.  For the present study, at 600°C air 
cooled GP had a residual modulus of elasticity of 
23.2% as against 9.2% in the case of OPC 
concrete.  Further, at 800°C, air cooled GP 
concrete had a residual modulus of elasticity of 
24.5% and the corresponding value of air cooled 
OPC concrete is only 2.9%. 
CONCLUSIONS 
Following conclusions could be derived from the 
study conducted on the fly ash based concrete. 
▓ Fly ash based geopolymer (GP) concrete 

undergoes a high rate of strength loss 
(compressive strength, tensile strength and 
modulus of elasticity) during its early heating 
period (up to 200°C) compared to OPC 
concrete. 

▓ The high rate of strength loss in GP concrete at 
its early heating period is contributed primarily 
due to the chemical restructuring of Si–O–Al 
(alumino silicate) and Si–O–Si compound and 
due to the formation of micro crack as a result 
of the removal of water (weakly bound and 
free water) from the geopolymer matrix.  

▓ At a temperature exposure beyond 600°C, the 
unreacted crystalline materials in GP concrete 
get transformed into amorphous state and 
undergo polymerization. As a result, there is no 
further strength loss (compressive strength, 
tensile strength and modulus of elasticity) in 
GP concrete, whereas, OPC concrete 
continues to lose its strength properties at a 
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faster rate beyond a temperature exposure of 
600°C. 

▓ For the present study, after a temperature 
exposure of 600°C, both air cooled GP and 
OPC concrete had about 54% residual cube 
compressive strength (compared to the 
strength at ambient temperature, which is 
almost the same for both GP and OPC 
concrete). However, at 800°C, while GP 
concrete slightly gained its residual strength 
(to 57%), while OPC concrete continue to lose 
its strength (35% residual strength). 

▓ Effect of thermal shock due to water cooling 
on GP and OPC concrete after exposed to 
elevated temperatures is more or less similar. 
For the present study, both GP and OPC 
concrete had a maximum strength loss of 
about 10% due to water cooling. 

Hence, it could be concluded that the fly ash 
based geopolymer concrete could be 
considered as a better sustainable material than 
conventional concrete under the situations 
where it may be exposed to temperatures 
beyond 400 °C. 
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THIN LAYER DRYING KINETICS OF INDIGENOUS GINGER RHIZOM, FOR BLANCHED AND 
UNBLANCHED TREATMENTS, USING ACTIVE SOLAR ENERGY 
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Abstract: The thin layer drying kinetics of indigenous ginger rhizomes of two varieties which are Umudike Ginger I (UG I) and Umudike Ginger II (UG II) was investigated in an 
active solar dryer. The blanching experiment was conducted at temperature of 50◦C for 3mins, 6mins and 9mins for whole and split samples of peeled and unpeeled 
treatments before drying. There is a significant difference between the drying curves for whole and split samples which is due to the effect of blanching on the samples. For 
the unpeeled samples, gradual moisture removal was noted during the drying period. This shows that the thick skin of the unpeeled samples reduces moisture diffusion; it 
was observed that the drying rate decreased with sample treatments. The result for the effect of splitting on drying characteristics of UG I and UG II samples of peeled and 
unpeeled treatments under active solar dryer indicates that splitting increases the drying rate. The study indicates that the general objective concerning experimental and 
analytical studies of thin–layer drying process of ginger rhizomes for an active solar drying of the two ginger varieties were met. 
Keywords: Ginger, Solar, drying, blanched and unblanched 
 
 
INTRODUCTION 
Nigeria is among the major producers and 
exporters of ginger globally, with an annual 
production of about 160,000 metric tons (MT) on 
48,910 hectares, which is 7.9% of world 
production (FAO, 2013). Although, it is grown in 
some States of Nigeria, namely Kaduna, 
Nasarawa, Benue, Niger, and Gombe. Southern 
Kaduna in Kaduna State, is the main producing 
zone with over 95% of the country’s total 
production (Okafor, 2002). According to Fumen 
et al. (2003) and Yiljep et al. (2005), the two 
popular ginger varieties produced in the country 
are the ‘Tafin–Giwa,’ a yellowish variety with 
plump rhizomes, and ‘Yatsun–Biri,’ which is black 
variety and has small compact rhizomes. Ginger 
has in abundant volatile and fixed oil, as well as 
pungent compounds, minerals, resins, starch and 
protein. (Ravindran and Nirmal, 2005). Drying is a 
useful food preservation method widely 
practiced globally. It is the act of extracting the 
moistness in a product up to a specific threshold 
value by evaporation. In this way, the product 
can be stored for an extended period to 
decrease the product's water activity, reduces 
microbiological activity, and minimizes physical 
and chemical changes encountered when 
stored (Darvishi and Hazbavi, 2012). As cooling is 
not a viable option to extend ginger's life shelf, 
an alternative is drying and operations of dryers 
and improving the existing drying systems. The 
goal of modern drying nowadays is to minimize 
the consumption of energy and providing a high 

quality of product with a minimal increase in 
economic inputs, which is attracting an 
increasing number of applications in the drying 
process (Darvishi et al.,2013). 
The method of drying in a thin layer of sample 
particle is known as thin layer drying (Panchariya 
et al., 2002). It is also a portion of sample that’s 
fully exposed to air during drying; the layer’s 
depth (thickness) should be consistent, without 
exceeding three layers of particles (ASAE, 1999). 
Most agricultural samples are dried by thin–layer 
drying because of its faster drying rate without 
losing much of nutrients (Kumar et al., 2011). It is 
believed that the entire particles are exposed to 
the drying medium to understand the drying rate 
and time. The drying periods' knowledge enables 
us to establish the most economical and 
practical operating conditions for drying 
agricultural products. It is a form of carrying out 
drying tests on specific materials at various air 
temperatures, relative humidity, and air velocities 
(Kumar et al., 2011). 
The aim is to minimize deterioration and 
microbial spoilage by reducing the water level to 
a certain threshold. Doungporn et al. (2012) 
reported that Fick’s second law is usually used to 
explain liquid diffusion theory, which describes 
agricultural products' drying phenomenon when 
employing thin–layer drying equations. 
The knowledge of the changes in agricultural 
products characteristics when subjected to 
drying process is of fundamental importance for 
correct storage, processing and the design, 
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fabrication, and operation of equipment 
applied during the post–harvest processing of 
these products (Bleoussi et al., 2010). Thereby, it 
improves food productivity, reduces heavy post–
harvest losses, and increases the farmers’ 
income by recommending the best drying 
method for preserving ginger rhizomes. Thus, 
there is a great need to clearly understand the 
drying principles and estimate the energy 
needed to dry ginger rhizomes using the drying 
method of thin layer drying. 
This work’s general objective is to carry out thin 
layer drying kinetics of ginger rhizome using 
active solar energy and also Determine the 
effects of treatment, blanched and unblanched 
for [Split (peeled and unpeeled), Whole (peeled 
and unpeeled)] on the drying of ginger rhizomes. 
Justification of this research work can be based 
on Experimental and analytical studies of thin 
layer process of drying which are essential for 
performance improvements of drying systems 
(Alibas, 2012). Many countries dry vast amounts 
of food to extend their shelf–life, reduce 
packaging costs, reduce shipping weights, boost 
appearance, encapsulate original taste, and 
keep nutritional value (Gunhan et al., 2010). 
Imagine what happens when the dryers are 
improperly produced, the objective of drying will 
not be achieved, and the product quantity and 
quality would be compromised. 
MATERIALS AND METHODS 
▓ Material selection and preparation 
A custard bowl (4 kg) for each of the two ginger 
varieties, that is Umudike Ginger I (UG I) and 
Umudike Ginger II (UG II), were purchased, from 
the National Root Crop Research Institute 
(NRCRI), Umudike, Abia State, Nigeria. The ginger 
varieties which were whole, were sorted by their 
appearance and size, It was kept in the 
laboratory to obtain a uniformed room 
atmosphere for about 24 hours of purchase. It 
was also noted that the ginger varieties were 
purchased after about five days to one week of 
harvest.  
▓ Experimental treatments 
Four Kilograms each of UG I and UG II was 
cleaned and separated into samples. One of the 
samples (4kg) was peeled and splitted with a 
sharp stainless–steel knife. The UG I and UG II split 
and whole (peeled and unpeeled) were 
blanched with the aid of an Electric water bath 
(DK420 model, Techmel and Techmel, USA) in 
the Soil and Water Laboratory, Department of 
Agricultural and Bioresources Engineering, 
Michael Okpara University of Agriculture, 

Umudike, Abia State. The UG I and UG II, were 
blanched for 3, 6, and 9 minutes, at temperature 
of  50℃, respectively. Each sample with various 
treatments was subjected to active solar drying 
in sequence. Also, unblanched UG I and UG II 
split and whole (peeled and unpeeled) were 
subjected to active solar drying to determine the 
drying rate, drying time, drying efficiency.  

 
Figure 1: UG I and UG II unblanched samples with various treatments (whole peeled, 

whole unpeeled, split peeled and split unpeeled) using solar dryer. 

 
Figure 2: UG I and UG II blanched samples @ 50oC for 3minutes, 6minutes, and 

9minutes respectively for the various treatments (whole peeled, whole unpeeled, 
split peeled and split unpeeled) using solar dryer. Various treatments (whole peeled, 

whole unpeeled, split peeled and split unpeeled) using solar dryer. 
▓ Experimental set–up and procedures 
 Active solar drying method 
An existing active solar dryer in the Department 
of Agricultural and Bioresources Engineering, 
Michael Okpara University of Agriculture, 
Umudike, was used in the experiment. It consists 
of a solar collector, solar panel 180W, DC 
aspirator fan, drying chamber, heat storage unit, 
drying trays and a solar battery rated 200Ah. The 
dryer body was constructed using a transparent 
cover made of perplex material. The solar panel 
traps solar energy and uses it to charge the dc 
battery, which powers the control box; the 
control box was programmed to regulate the dc 
blower periodically to aid the moisture removal 
at the drying chamber. The drying chamber 
houses the dried products placed in perforated 
metal trays and has a door to allow for easy 
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loading and unloading of crops in the tray. The 
heat storage unit was incorporated with black 
pebbles that trap the sunlight that falls on it and 
stores it in the form of heat for further use when 
there is no solar radiation. 
There was an aspirator on top of the dryer that 
forces air from the inlet opening through a solar 
collector section through the product bed in the 
drying chamber. Solar radiation falling on the 
dryer was utilized to heat the air passing through 
the samples. Heated air is blown through the 
drying chamber. At the top of the drying 
chamber, vents were provided through which 
moisture is removed. 
During the experiment, solar radiation intensity, 
ambient air, drying chamber, collector 
temperature, relative humidity, wind speed, and 
material weight loss were measured and 
recorded at 2 hours intervals. The samples were 
spread in a thin layer on the metal trays and 
dried until equilibrium moisture content was 
achieved. This procedure was followed for 
blanched and unblanched treatments for Split–
Peeled (SP), Split–Unpeeled (SU), Whole–Peeled 
(WP), and Whole–Unpeeled (WU), respectively. 
Drying started from 8.00 a.m to 6.00 p.m daily till 
equilibrium moisture content was reached. The 
experiment was replicated three times, and the 
average value was used for further calculations. 

 
Figure 3: A pictorial view of an active solar dryer used for the experiment 

 General observations for active solar drying  
Ginger samples, UG I and UG II, were dried for 
both blanched and unblanched treatments, 
respectively. 
For Blanched treatments, the initial weight of UG 
I and UG II samples were recorded as w01, w02 
and w03, for the three replicates, respectively, 
and that of weight loss after blanching, was also 
recorded as w11, w12 and w13, while the weight 
loss after solar drying at two hours intervals was 
recorded as w21, w22 and w23. 
For unblanched treatments, the initial weight of 
UG I and UG II samples was recorded as w01, w02 
and w03, while the weight loss after solar drying 
at two hours intervals was recorded as w11, w12 
and w13. 

The solar dryer's temperature collector, the wind 
gauge, and the ambient wind gauge were also 
determined. The environmental factors (relative 
humidity, temperature, wind speed, and sun 
intensity) were determined with digital 
instruments, wind gauge meter, and 
thermometer aid during the solar drying period. 
 Moisture content determination 
UG I and UG II initial moisture contents were 
determined for about 300g sample quantity, 
using Mermet oven at 105ºC for 24 hours until 
constant weight reached according to the 
method described by AOAC (1990). The 
experiment was replicated three times. The 
following equation was used to calculate the 
moisture content on a wet basis: 

Mc (w.b) % = Ww−Wd
Ww

x 100
1

  (1) 
where; 
Mc = (W.b) moisture content wet basis 
Ww = weight of the wet sample (g) 
Wd = weight of the dried sample (g) 
 Determination of moisture ratio (MR)  
The moisture ratio (MR) of UG I and UG II was 
determined using equation [2] (Babalis et al., 
2004).  

MR = Mt−Me
Mo−Me

                (2) 
The moisture ratio is further simplified according 
to Goyal et al (2007) as:  

MR = Mt
Mo

           (3) 
where; 
MR = moisture ratio 
Mt = the moisture content at any time t (g 
water/g dry matter) 
Mo = the initial moisture content (g water/g dry 
matter) 
Me = the equilibrium moisture contents, (g 
water/g dry matter), respectively 
All values expressed as g water/g dry matter. 
Me's values were determined as the moisture 
content at the end of drying when the sample 
ceased to lose mass.  
 Drying rate calculation (DR) 
The drying rate was calculated as expressed by 
(Ceylan et al., 2007; Doymaz, 2007; Ozbek and 
Dadali, 2007) 

Dr = Mt+dt−Mt
dt

   (4) 
where,  
Mt = moisture content at a specific time (g 
water/g dry matter)  
Mt+dt = moisture content t+dt (g water/g dry 
matter) 
t = drying time (hr) 
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 Determination of effective moisture diffusivity 
The effective moisture diffusivity (Deff) for a 
lumped parameter approach considers all 
possible resistances to moisture transport. When 
interpreted for an infinite slab in one dimension, 
assuming negligible temperature gradient within 
the product, constant temperature, and 
diffusivity, and no significant external resistance,  
Moisture transfer during the falling rate drying 
period of the samples was determined using 
Fick's Second law as expressed in equation 5 
(Aghbashlo et al., 2008).  

MR =  8 
π2
∑ � 1

2n+1
� exp �− (2n+1)2π2Defft

4L2
�∞

n=0  (5) 
where; MR is the moisture ratio 
Deff = effective diffusivity (m2/s) 
n=1,2,3, the number of terms taken into 
consideration 
t = the time of drying in second  
L=the thickness of the sample (m) 
Equation (3.5) is further simplified as shown in 
equation (3.6) by (Lopez et al., 2000) 

MR = 8
π2

exp [ π
2Defft
4L2

]        (6) 
MR = 8

π2
exp(−kt)     (7) 

The slope k was determined by plotting In (MR) 
versus time (t) 

k = π
2Deff
4L2

             (8) 
RESULTS & DISCUSSION 
▓ EFFECT OF TREATMENTS ON DRYING 

CHARACTERISTICS OF UMUDIKE GINGER (I AND 
II) USING ACTIVE SOLAR DRYER 

The solar drying was carried out from February to 
March 2019. During the drying experiment, the 
initial moisture content of 71.12 and 72.47% (wb) 
for UG I and UG II were reduced to a final 
moisture content of 6.09 and 6.94% (wb). The 
results of the experiment under different 
treatment and controlled conditions are 
presented and discussed. 
 Drying characteristics of Unblanched UG I and 

UG II varieties of ginger rhizomes  
Figure 4 to 7 show the drying curves of 
unblanched and blanched UG I and UG II ginger 
varieties for the whole peeled, whole unpeeled, 
split peeled, and split unpeeled treatments dried 
under solar drying process. 
Unblanched treatment, there was an initial high 
moisture removal at the falling rate period, 
followed by slow moisture removal at the 
constant rate period of drying, as shown in Figure 
4 to 7. At the continuation of drying, the rate of 
moisture released to the drying air tends to 
reduce.  
 

 
Figure 4. Effect of peeling on the drying characteristics of UG I and UG II (a) whole 

peeled 

 
Figure 5. Effect of peeling on the drying characteristics of UG I and UG II (b) whole 

unpeeled 

 
Figure 6. Effect of spliting on the drying characteristics of UG I and UG II (c) split 

peeled 

 
Figure 7. Effect of spliting on the drying characteristics of UG I and UG II (d) split 

unpeeled 
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The process of drying continues till equilibrium 
moisture content was attained. It can also be 
observed that moisture content decreased 
continuously with drying time. The drying process 
for the samples ended in the range of the falling 
rate period. This implies that diffusion is the most 
physical mechanism governing moisture 
movements in the materials, which are 
dependent on the moisture content of the 
samples (Akpinar et al., 2003; Doymaz, 2007b, 
Prachayawarakorn et al., 2008) 
The curves of both drying rate periods agree with 
the results of other studies on basil, plantain, and 
banana (Rocha et al., 1993; Saeed et al., 2006). 
 Effect of Blanching time on the Drying 

characteristics of UG I and UG II  
The results of the effect of blanching time on the 
drying characteristics of UG I and UG II samples 
of whole peeled, whole unpeeled, split peeled, 
and split unpeeled treatments dried under 
active solar dryer are shown in Figures 8 to 15, 
respectively. Blanching increases the drying rate 
(Bala, 1997).  
There is a significant difference between the 
drying curves for blanched and unblanched 
samples for whole and split UG I and UG II 
samples. This difference becomes minimal for 
whole peeled, split peeled and split unpeeled 
treatments. This might be because, during 
blanching, the samples were partially cooked, 
and some cells or tissues of split peeled, split 
unpeeled and whole peeled UG I and UG II 
samples might be disrupted or loosened. As a 
result, moisture diffusion was higher, and hence 
the drying rate was higher. Similar results have 
been reported by Hossain et al. (2007) for red 
chili. 
The moisture content of the whole unpeeled UG 
I and UG II samples, gradual moisture removal 
are noted during the drying period, and this is 
true for either blanched whole unpeeled UG I 
and UG II samples and unblanched whole 
unpeeled UG I and UG II samples. This shows that 
the thick skin of the whole unpeeled UG I and 
UG II samples reduces moisture diffusion through 
the skin. 
At Figure 8 and 15, it was observed that split 
peeled UG I and UG II, blanched at 50℃ for 
3mins, gained moisture from the environment 
over the night, which affected the slope of the 
Figure. 

 
Figure 8. Effect of blanching time on the drying characteristics of Whole peeled UG I 

 
Figure 9. Effect of blanching time on the drying characteristics of Whole peeled UG II 

 
Figure 10. Effect of blanching time on the drying characteristics of Whole unpeeled 

UG I 

 
Figure 11. Effect of blanching time on the drying characteristics of Whole unpeeled 

UG II 
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Figure 12. Effect of blanching time on the drying characteristics of Split peeled UG I 

 
Figure 13. Effect of blanching time on the drying characteristics of Split peeled UG II 

 
Figure 14. Effect of blanching time on drying characteristics of Split unpeeled UG I 

 
Figure 15. Effect of blanching time on drying characteristics of Split unpeeled UG II 
 Drying rate of UG I and UG II unblanched 
Figures 16 to 27 shows the drying rate curves of 
unblanched and blanched UG I and UG II 
samples with various treatments against drying 
time. It was observed that the drying rate 

decreased with sample treatments. It could also 
be observed that drying time increased for a split 
peeled samples treatment due to decreased 
drying rate. A similar observation was reported 
(Maskan et al., 2002; Agarry and Owabor, 2012). 

 
Figure 16. Effect of peeling on drying rate of Whole peeled UG I and UG II 

 
Figure 17. Effect of peeling on drying rate on drying time at whole unpeeled UG I and 

UG II 

 
Figure 18. Effect of splitting on drying rate of Split peeled UG I and UG II 

 
Figure 19. Effect of splitting on drying rate of Split unpeeled UG I and UG II 
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The highest drying rate was found for split peeled 
UG I and UG II samples, followed by unpeeled 
split samples and then whole peeled samples, 
while the whole unpeeled samples were the 
least drying rate.  
The split peeled samples' highest drying rate 
might be due to higher diffusion for split peeled 
samples because of its one cut surface and the 
peeled back, which has a small diffusion length 
to travel towards the cut surface.  
The diffusion rate of whole unpeeled samples 
was minimal, and the drying rate was also 
extremely low. This was also observed during the 
cabinet drying process. 
 Drying rate of blanched UG I and UG II  

 
Figure 20. Effect of blanching on drying rate and drying time of whole peeled UG I 

 
Figure 21. Effect of blanching on drying rate and drying time of whole peeled UG II 

 
Figure 22. Effect of blanching on drying rate and drying time of whole unpeeled UG I 

 
Figure 23. Effect of blanching on drying rate and drying time of whole unpeeled UG II 

 
Figure 24. Effect of blanching on drying rate and drying time of Split peeled UG I 

 
Figure 25. Effect of blanching on drying rate and drying time of Split peeled UG II 

 
Figure 26. Effect of blanching on drying rate and drying time of Split unpeeled UG I 
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Figure 27. Effect of blanching on drying rate and drying time of Split unpeeled UG II 
Figure 28 and 29 show the drying measurement 
and parameter recorded during the drying 
duration. The various sample treatments and 
varieties were loaded with a different tray at the 
various drying layers, inside the solar drying 
chamber at the same time intervals.  

 
Figure 28. Drying parameter values for solar drying 

 
Figure 29. Solar meter reading for sun intensity for two weeks 

The drying chamber temperature is shown to 
approach its peak during the midday at 12:00 
pm, and it was always higher than ambient 
temperature. Solar intensity tends to be highest 
around 11:30 am to 2:00 pm, after which it starts 
going down. Relative humidity has a reverse 
trend of drying chamber and ambient 
temperature due to the heated air relative 
humidity decreased sharply towards the noon 
period. Wind speed was higher during the 
afternoon and evening periods compared to 

early morning time. An increase in drying rate 
coincided with an increase in solar intensity. It 
was observed that the maximum drying rate 
occurs between 12:00 pm and 2:00 pm. The 
drying was carried out from February to March 
2019. A period of about a month, between 10 to 
70 hours’ duration. 
 Determination of Effective Moisture Diffusivity 

for Active Solar Dryer  
The results for effective moisture diffusivity for 
unblanched and blanched UG I and UG II 
treatments dried under Active solar dryer were 
computed and presented in Tables 1 and 2, 
using equations 7 and 8, after obtaining k value 
from plot of In MR versus time.  

Table 1. Unblanched and Blanched UG I and UG II 
Sample 

type 
UG I UG II 

K (Hrs)–1 Deff (m2/s) K (Hrs)–1 Deff (m2/s) 
 UNBLANCHED 

WP –0.00368 9.082E–05 –0.00358 8.836E–05 
WUP –0.00664 1.639E–04 –0.00608 1.501E–04 

SP –0.00378 9.329E–05 0.00324 7.996E–05 
SUP –0.00763 1.883E–04 –0.00817 2.016E–04 

 BLANCHED @ 3 Mins 
WP –0.00344 8.490E–05 –0.00543 1.340E–04 

WUP –0.00511 1.261E–04 –0.00357 8.8E–05 
SP –0.00711 1.755E–04 –0.00742 1.83E–04 

SUP –0.0078 1.925E–04 –0.00923 2.278E–04 
 BLANCHED @ 6 Mins 

WP –0.00278 6.86E–05 –0.00454 1.120E–04 
WUP –0.00327 8.070E–05 –0.00246 6.07E–05 

SP –0.00511 1.261E–04 –0.00626 1.545E–04 
SUP –0.00811 2.00E–04 –0.00799 1.972E–04 

 BLANCHED @ 9 Mins 
WP –0.00385 9.50E–05 –0.0047 1.160E–04 

WUP –0.00512 1.264E–04 –0.00242 5.973E–05 
SP –0.00304 7.503E–05 –0.00555 1.370E–04 

SUP –0.00799 1.97E–04 –0.0071 1.752E–04 
where, WP – Whole peeled; WUP – Whole unpeeled; SP – Split peeled; SUP – Split 

unpeeled; k – Slope; Deff – Effective moisture diffusivity 
The effective moisture diffusivity values increased 
considerably with the increase in drying rate. This 
might be explained by the increased heating, 
which would increase the water molecules' 
activity, leading to higher moisture diffusivity. 
These values are consistent with those in 
literature, 1.26 to 3.32 × 10−9m2/s for hot –air 
drying of garlic (Senadeera et al., 2003), 9.3 ×
10−9 to 1.06 × 10−11m2/s for convective drying of 
ginger (Da Silva et al., 2009) and 0.35 to 1.01 ×
10−10m2/s for hot–air drying of bean slices 
(Rossello et al., 1997). 
The slope (k) was derived from the moisture ratio 
log variation with drying time used to calculate 
moisture diffusivity. This implies that the drying 
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constant (k) was obtained from the slope of the 
plot of the log of moisture ratio against drying 
time. The higher k values confirm the elevated 
moisture removal rates and indicate an 
enhancement of drying potential (Evin, 2011; 
Darvishi et al., 2014). 
The effective moisture diffusivity (Deff) of 
Unblanched UG I and UG II and slope (k) ranges 
from 1.501 × 10−4to 9.329 × 10−5m2/s and –
0.00324 to –0.00817(hrs)−1, respectively. This 
shows that the effective moisture diffusivity for 
unblanched treatment during solar drying was 
obtained at split peeled (UG I) higher than the 
whole unpeeled (UG II). 
The effective moisture diffusivity (Deff) of 
Blanched UG I and UG II at 50℃ and slope (k) 
ranges from 1.120× 10−4 to 9.50 × 10−5m2/s and –
0.00242 to –0.00923 (hrs)−1 respectively. It shows 
that the effective moisture diffusivity (Deff) was 
higher at whole peeled (UG I) MR at 9mins and 
lower at whole peeled (UG II) MR at 6mins. 

Table 2. Unblanched and Blanched UG I and UG II 

Sample type 
UG I UG II 

K (Hrs)–1 K (Hrs)–1 

 UNBLANCHED 
WP –0.00434 –0.00273 

WUP –0.001727 –0.003761 
SP –0.00343 –0.00243 

SUP –0.00371 –0.00346 
 BLANCHED @ 3 Mins 

WP –0.00104 –0.00109 
WUP 3.48278E–05 –0.00019 

SP –0.00031 –0.00214 
SUP –0.00119 –0.00228 

 BLANCHED @ 6 Mins 
WP –0.0007 –0.00186 

WUP –4.07982E–05 –0.00037 
SP –0.00245 –0.00238 

SUP –0.00134 –0.00291 
 BLANCHED @ 9 Mins 

WP –0.00099 –0.00201 
WUP 7.22789E–05 –0.00014 

SP –0.00073 –0.00367 
SUP –00244 –0.00282 

The differences between the results in the 
literature and present investigation can be 
explained by the effect of drying methods, 
unblanched and blanched treatments, and 
tissue characteristics of the UG I and UG II 
varieties of the samples, composition, and the 
proposed model used for calculations. 
CONCLUSION AND RECOMENDATIONS 
The following conclusions can be drawn from this 
study: 

The result for the effect of blanching on drying 
characteristics of UG I and UG II samples of 
whole peeled, whole unpeeled, split peeled, 
and split unpeeled treatments under active solar 
dryers, indicates that splitting increases the 
drying rate. The above indicates that this work's 
general objective concerning experimental and 
analytical studies of thin–layer drying process of 
ginger rhizomes for an active solar drying of two 
varieties of ginger, UG I and UG II were met. 
Further research concerning the effect of initial 
moisture content, relative humidity, and airflow 
rate on drying characteristics of UG I and UG II, 
Whole and Split treatments, for the optimization 
of the drying process. 
These drying methods on thermal properties such 
as thermal conductivity, specific heat capacity, 
and thermal diffusivity should also be 
investigated. 
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Abstract: This article treats two very important items in the functional matrix of the state bodies work: information security and software development. Information security 
is not only a recommendation with content in the domain of organization, technology, and procedure but is also defined by legal and by–laws. Lately, software development 
has been increasingly outsourced, so it is important for state authorities to know that software development is no longer a free assessment of the client and programmer, how 
and what will be developed, and to what extent the software will be delivered. 
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INTRODUCTION 
Digitalization of the state bodies through 
information systems implies the application of 
appropriate laws and standards in the 
management of ICT systems. The increased 
number of existing information systems is a 
consequence of legislative changes and 
digitization of work of the state bodies so that 
they can respond to the specifics of work tasks 
related to the maintenance of the existing state 
and the improvement of their information 
systems both to other state bodies and to legal 
and natural persons. The initial requirements refer 
to the requirements by the law, prevention of 
security incidents, system control and 
management of access to information systems, 
and the prevention of data leaks, but also the 
technological monitoring of adopted security 
acts, the introduction of technological measures 
for monitoring and preserving data security and 
documenting the application of security 
solutions within the implemented ICT systems. 
Considering the number and complexity of these 
systems, as well as the fact that their operator is 
the state as well as relevant ministries (which 
establish and maintain them), it is necessary to 
manage software development organizational, 
technological, and procedural according to the 
requirements of the Information Security Act and 
the ISO/IEC 27001 – Security standard 
information, cyber security and privacy 
protection – Information security management 
systems – Requirements. 
INFORMATION SECURITY  
Frequent incidents in the immediate and wider 
environment impose the need to strength the 

field of information security in state bodies and 
to establish a strengthened framework for 
information security management called ISMS 
(Information security management systems). 
ISMS should represent a systematic approach for 
establishing, implementing, functioning, 
monitoring, reviewing, maintaining and 
improving the information security of the state 
body, in order to achieve business goals, but the 
risk matrix must not be ignored. ISMS must be 
based on an assessment of information security 
risks and the level of acceptability of such risks by 
the state authority in such way that effectively 
and efficiently treats the risks and manage the 
risks in an appropriate manner. Requirements for 
the protection of information assets, whether 
they are legal, regulatory, contractual or as a 
consequence of risk management and the 
application of appropriate controls, when 
necessary, contribute to the successful 
implementation of ISMS. The requirements of the 
standard mean all the obligations that the 
standard stipulates that the state body must fulfill 
[1]. 
The Cyber Security Program should be 
developed for the entire organization of the 
state body, including all software through 
business and IT–related functions, considering the 
fact that attacks and threats to information 
security can occur anywhere within the state 
body. It is necessary to implement the 
requirements of the standards ISO/IEC 27001, 
ISO/IEC 27701, ISO/IEC 27032, ISO/IEC 22301, in 
areas that include security in the 
intranet/internet space, i.e. intranet/internet 
security issues that focus on bridging results risk 
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analysis between different domains of 
information security in intranet/internet space. 
According to the stated standards, it is necessary 
to implement technical guidelines for solving 
intranet/internet security risks, including social 
engineering attacks, hacking, spyware and 
attacks using other potentially malicious 
malware software. These technical guidelines 
should provide controls for the treatment of 
these risks, including controls for preparing 
responses to attacks from malicious software 
(malware), malware organizations for detecting 
and monitoring attacks [2]. 
It is necessary to generate a framework for 
efficient and effective information exchange, 
coordination and incident management among 
interested parties in the Internet space. 
Stakeholders that may be involved are 
employees, clients and third parties, which may 
be different types of organizations or individuals, 
as well as providers, which include service 
providers as well as all those identified by the risk 
matrix. 

 
Figure 1. Stakeholders by ISO 22301 [2] 

The implementation of the requirements of the 
standard through the delivery of the Cyber 
Security Program according to the requirements 
of the ISO/IEC 27032 standard should include at 
least the following units: Stakeholders, 
Information means (information carriers), Threats 
against intranet/internet space security, Roles of 
interested parties in information security, 
Guidelines for interested parties, Information 
security controls [4]. 
Requirements of the information security 
standard ISO 27001 in the domains [5]: 
 A.5 Organizational controls, 37 control 

requirements 
 A.6 Human controls, 8 control requirements 
 A.7 Physical controls, 14 control requirements 

 A.8 Technological controls, 34 control 
requirements (a total of 93 requirements) 
inevitably refer to numerous requirements for 
software development. 

SOFTWARE AND STANDARDS FOR SOFTWARE 
DEVELOPMENT  
According to the ISO/IEC 2382 standard, the 
software is “the whole or part of the programs, 
procedures, rules and related documentation of 
an information processing system”. State 
authorities rarely use open–source operating 
systems and more often vendor development. 
Application software consists of program/code 
units made for a specific purpose, according to 
user needs. This type of software is not directly 
related to computer hardware, but relies on 
system software, especially the operating system, 
to perform its functionality. The need to develop 
application software most often arises when a 
state body wants to solve a problem or get a 
new service. 
Any problem that is solved by software 
development can be solved in several ways. The 
methods differ from each other in terms of 
efficiency, precision, comprehensibility, 
usefulness, modifiability and/or other 
characteristics. The main goal of software 
development is for the software to be 
comprehensive, stable, understandable, easy to 
maintain and efficiently works for what it was 
created for. The development of certain 
software is almost never finished, but it is 
constantly improved according to the 
requirements of the market, the customer, 
changes in legislation, perceived deficiencies or 
other procedural, organizational or 
technological needs. 
All over the world there is a large number of 
software manufacturers in every area of life, 
business of government bodies or industry when 
there is not only one exclusive solution for a 
certain area. 
In order to develop quality software, it is 
necessary that its development is based on 
adopted standards (international, national, 
internal) and that numerous evaluations are 
carried out during its life cycle. The expansion of 
software development, in various fields, has 
been accompanied by the proliferation of 
standards, procedures, methods and tools for 
software development and management. 
Proliferation has created difficulties in managing 
software, especially software that is integrated 
into products and services. This led to the need 
to define a common framework for the software 
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discipline that would help everyone who deals 
with software to “speak the same language” in 
the design, development, management and 
maintenance of software in their environments. 
ISO/IEC IEEE 12207 Systems and software 
engineering – Software life cycle processes. The 
standard established a common framework for 
software life cycle processes, with well–defined 
terminology that the software industry can refer 
to. It contains processes, activities, and tasks that 
are applied during the acquisition, supply, 
development, operation, maintenance, or 
disposal of software systems, products, and 
services. These life cycles are achieved through 
the involvement of stakeholders, with the 
ultimate goal of achieving user satisfaction. The 
standard applies to the acquisition, supply, 
development, operation, maintenance, and 
disposal (regardless of whether it is done 
internally or externally within the framework of a 
government body) of software systems, 
products, and services and the software part of 
any system, Software includes the software part 
of the firmware.  
There are also included aspects of the system 
definition needed to provide context for 
software products and services. This standard 
also provides processes that can be used to 
define, control and improve software life cycle 
processes within a government agency, 
department or project. The processes, activities 
and tasks of this document can also be applied 
during the procurement of systems containing 
software, alone or in combination with 
ISO/IEC/IEEE 15288, Software and systems 
engineering – Systems life cycle processes. This 
international and national standard establishes a 
common process description framework that 
describes the life cycle of human–made systems. 
It defines a set of processes and related 
terminologies from an engineering point of view. 
These processes can be applied at any level in 
the hierarchy of a system's structure. Selected 
sets of these processes can be applied 
throughout the entire life cycle to manage and 
perform the systems phase of the life cycle. This is 
achieved through the involvement of all 
interested parties, with the ultimate goal of 
achieving user satisfaction [6]. 
The basic premise of the standard is that the 
application and practice of software 
engineering is a relatively young discipline 
comparing to traditional branches of 
engineering. Therefore, the control that usually 
accompanies traditional engineering projects is 

not always achievable when it comes to 
software. Underlying the philosophy of ISO/IEC 
12207 is that aspects such as software 
development and maintenance must be 
conducted in a manner that represents 
engineering. The processes specified in this 
standard form one comprehensive set. Each 
organization, depending on its goals, can 
choose the appropriate subset to achieve the 
goals. The standard is designed in such a way 
that can be adapted to the needs of the 
organization, project or specific application. It 
can be applied in cases where the software is an 
independent entity or an integral part of a 
complex system [6]. 
The standard describes the architecture of 
software life cycle processes without specifying 
the way of execution of the activities and tasks 
that the processes contain. It does not prescribe 
a specific software life cycle model or method 
for developing software. The activities and tasks 
of the development process are selected and 
mapped into the selected life cycle model and 
may overlap or mutually influence each other, 
and be executed iteratively or recursively. 
ISO/IEC 12207 provides a framework in which 
processes, activities, and tasks can be identified, 
planned, and adequately responded to. 
In order to ensure an easier application of the 
ISO/IEC 12207 standard, ISO/IEC TR 24748–3 
System and software engineering – Life cycle 
management – Part 3: Guidelines for the 
application of ISO/IEC 12207 (System and 
software engineering – Software life cycle 
processes) was published. The standard explains 
how ISO/IEC 12207 can be used in the 
development of different types of software and 
which processes, defined by the standard, are 
relevant in each case. Fundamental life cycle 
models are also defined and supported by 
examples: waterfall, incremental, and 
evolutionary [6]. 
The evaluation and standardization of tools used 
in the process of developing information systems 
create the possibility that the quality of the 
process itself as well as the final products will be 
at the desired and expected level. Viewed from 
the perspective of complex information systems 
in the development and implementation of 
which several state authorities participate, the 
application of standards not only ensures the 
appropriate quality of the final software as a 
product and development process but also 
creates opportunities for the exchange of 
projects between individual state authorities, 
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facilitates user training and creates conditions for 
common work on projects of representatives of 
various state bodies. 
Analogously to living organisms, the software is 
considered to arise, grow, mature, and 
disappear, so this process is called the term 
“system life cycle”. The life cycle of an 
information system based on information 
technologies includes several stages: planning, 
analysis, design, implementation, and 
maintenance. 

 
Figure 2. Presentation of software development phases based on ISO 12207 [6] 

Planning the development of information 
systems is one of the most important and difficult 
functions in modern management. Information 
system development planning is carried out 
continuously in order to change things as 
business circumstances change.  
The development planning of an organization's 
information resources requires the achievement 
of an architectural framework in which special 
parts of the system will be harmoniously 
integrated and which will enable the staged 
development of the information system and that 
various special subsystems in the organization 
can be branched out by various teams of 
people, successfully planning and rationally 
using the necessary and available resources. The 
main purpose of planning and setting up an 
architectural framework is to achieve 
information consistency [4]. 
Information system analysis is the second stage in 
the life cycle process of information system 
development. The analysis aims to reveal 
important information about three key aspects 
of the analysis:  
 analysis and description of the object–system,  
 analysis of the existing information system,  
 identification of business and user information 

requirements. 

In order to correctly evaluate the existing 
software of a state body, it is necessary to 
understand the mission, functions, structure, form, 
culture, climate, goals, environment and 
behavior of that state body.  
The immediate goals of the analysis of the 
existing information system are an accurate 
description and assessment of its properties, and 
the main purpose is to determine the difference 
between the properties of the existing software 
and the desired properties of the newly 
designed and developed software, which would 
effectively and efficiently serve in setting and 
achieving the goals of the state authority for 
which it is developed.  
The final and perhaps the most important 
segment of the analysis is the identification of 
user requirements. Users differ according to the 
nature of the work they perform, the positions 
they occupy in the structure of the state body, 
their cognitive and other capabilities, and 
therefore their functional requirements are also 
very different.  
Investigating the content of those requests, the 
way and form of their presentation, time and 
place of delivery, frequency, volume, response 
time and similar are very difficult, long–term and 
responsible tasks of the analyst. Much of this 
information can be successfully found out during 
the execution of the planning phase however 
continuity is ensured and more comprehensive 
and deeper analysis is carried out with changed 
purpose. 
The design of the information system should fully 
answer the question: how will the system enable 
the satisfaction of the user needs? In this phase 
of system development, the logical model of the 
new system is conceived, the model is 
developed and the database is designed, the 
process model is developed, manual and 
automated procedures are specified, 
input/output screen forms are designed, reports, 
printed documents, user dialogue procedures 
with the system, computer program 
specifications and program module design, 
control system design and many other aspects 
and details of design work.  
System design can be defined as drawing, 
shaping, planning, sketching or arranging many 
special elements and putting them together into 
a powerful and unique whole. The analysis 
system answers the question “What does the 
system do?” and “What should he do?” to satisfy 
user requirements, while system design focuses 
on the key and most complex problem: how to 
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develop the system and how it should work to 
satisfy those requirements. System design is a skill 
and a creative process of finding the best 
solutions and answering the question “How to do 
it the best?” Information system designers, by 
solving all these problems and key design tasks, 
look for possible alternative “design solutions” 
that will satisfy the identified information needs of 
the designer, in the best possible way, during the 
analysis phase. 
The implementation of the information system is 
very important and in most cases, from the point 
of view of the end users, the key stage of 
development. The system can be planned, the 
analysis carried out, and the design conceived 
and implemented at an enviable expert level, 
but its functionality and success will depend on 
the way of planning and realization of its 
implementation. Such a plan and its 
implementation include many important aspects 
of implementation:  

 preparation of implementation,  
 implementation and testing of the 

technology,  
 programming,  
 testing software products,  
 testing of inputs, outputs, databases, and 

control procedures,  
 user education,  
 system conversion. 

Implementation is the process of complex and 
responsible transfer of the system from the hands 
and responsibilities of analysts and designers to 
the hands of users and operational personnel 
responsible for the functioning and maintenance 
of the information system.  
Therefore, implementation includes various 
processes of acquisition, installation, testing, 
learning, conversion, documentation and its a 
vital step in ensuring the success of the 
information system of the state body. 
System maintenance is the last stage in the life 
cycle of the development of the information 
system of a state body. When the system is fully 
implemented and put to use by the state 
authority and its users, the function of its 
operation and maintenance begins. During the 
life cycle of the system, numerous changes will 
occur; many new functional requirements will 
appear, old functional requirements will be 
modified or replaced, the real world will change, 
the environment of the state body, the 
organization of the state body itself, many 
technological changes will occur, which will all 
cause corresponding changes in the model and 

structure of the information system. Therefore, it is 
not only a matter of changing existing programs 
and writing new ones to satisfy new information 
requirements, but also the development of new 
versions that require and cause significant 
changes and modifications in the previous 
development phases of the system. System 
maintenance includes the activities of 
monitoring, evaluation and modification of the 
system, in order to satisfy desired and necessary 
continuous improvement. 
INFORMATION SECURITY REQUIREMENTS MODEL 
FOR SOFTWARE 
The production of software through standardized 
phases of the life cycle requires additional efforts 
in order to establish a software product with the 
required functionalities. In addition to the initial 
functionality required for the software by the 
state authority, which solves some procedural 
needs in the jurisdiction, it is necessary during all 
phases to establish and implement measures 
related to information security. Information 
security requirements for software are not just a 
favorable feeling of someone but are defined by 
the legislation of the state through the Law on 
Information Security, the Law on Protection of 
Personal Data, the Law on Critical Infrastructure, 
the Law on Electronic Services as well as through 
the acts in the Criminal Code of the Republic of 
Serbia [7]. Behind the mentioned laws there are 
by–laws, regulations and other legal procedural 
acts as well as special state bodies that control 
the implementation of the stated. In the vast 
majority of state bodies, persons who perform 
tasks in the field of information security have 
been appointed. There is no modern state body 
that does not use information technologies in its 
work. All of the above describes the necessary 
procedural, organizational and technological 
framework as a prerequisite for a functional 
information security management system – ISMS. 

 
Figure 5. Information security software development matrix 
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The information security management system 
must be placed in the strategic, tactical and 
operational domain, during which it must be 
coordinated with the actions within its 
department, but also with other state services. 
The strategic, tactical, and operational domains 
must be implemented in the organizational, 
technological, and procedural framework by 
fully applying the PDCA – Deming cycle [8]. 

Table 1. Experienced recommendations for software information security [10] 

ISO/TC 292 
Security and resilience 

ISO/IEC JTC 1/SC 7 
Software and systems 

engineering 

ISO/IEC JTC 1/SC 27 
Information security, 

cybersecurity and 
privacy protection 

ISO 22301 Business 
continuity 

management systems 

ISO/IEC/IEEE 26511 
Requirements for managers 
of information for users of 

systems, software, and 
services 

ISO/IEC 27001 – 
Information security 

management system 

ISO 22320 Emergency 
management 

ISO/IEC/IEEE 26531 Content 
management for product 

life–cycle, user and service 
management documentation 

ISO/IEC 18033 – 
Encryption algorithms 

 

ISO 22376 
Authenticity, integrity 
and trust for products 

and documents 

ISO/IEC 26550 Reference 
model for Product Line 

Engineering and 
Management 

ISO/IEC 19772 – 
Authenticated 

encryption 
 

ISO 28000 Security 
management system 

ISO/IEC 25000 Systems and 
software Quality 

Requirements and Evaluation 

ISO/IEC 29192 – 
Lightweight 

cryptography 

ISO 22341 Protective 
security 

ISO/IEC/IEEE 12207 Software 
life cycle processes 

ISO/IEC 15408 – 
Evaluation criteria for IT 

security 
ISO 22316 

Organizational 
resilience 

ISO/IEC 33000 Family 
Process assessment 

ISO/IEC 30111 – 
Vulnerability handling 

processes 

ISO 22361 Crisis 
management ISO/IEC 29155 Benchmarking 

ISO/IEC 27035 
Information security 

incident management 

. . . 
ISO/IEC 10746 Open 

Distributed Processing 

ISO/IEC 27036 
Cybersecurity – 

Supplier relationships 

 
ISO/IEC 19770 IT asset 

management 
ISO/IEC 27099 Public 

key infrastructure 

 
ISO/IEC/IEEE 29119 Software 

testing 

ISO/IEC 27701 Privacy 
information 

management 

 
ISO/IEC/IEEE 42010 

Architecture description 
ISO/IEC 29100 – 

Privacy framework 

 . . . 
ISO/IEC 29184 – Online 

privacy notices and 
consent 

  . . . 
Software is a technological category that has 
defined requirements in international and 
national standards of modern countries for many 
years. In addition to the initial requirements of 
the ISO 27001 standard – Information security 
management systems, it is necessary to pay 
special attention to the fact that the software is 

not designed to function on a desert island but in 
interaction with other government bodies. It is 
necessary to implement the following 
requirements:  
 ISO 27701 – Privacy information management 

systems,  
 ISO 20000 – Information technologies – Service 

management through the application of the 
well–known principles of ISO 9001 – Quality 
management systems with ISO 10001 – Quality 
management – User satisfaction,  

 ISO 31000 – Risk management and ISO 21500 – 
Project management [8].  

The above is only a basis that should be 
expanded, specifically for the competence of 
individual state bodies, with the requirements of 
ISO/TC 292 – Security and resilience, ISO/IEC JTC 
1/SC 7 – Software and systems engineering and 
ISO/IEC JTC 1/SC 27 Information security, cyber 
security and privacy protection [10]. 
The above table provides guidelines for the 
analysis of a clear and complete definition of 
software in the domains of Security and 
resilience, Software and systems engineering and 
Information security, and cyber security and 
privacy protection, which represent 
indispensable members of the initial analysis of 
the phases of planning, analysis, design, 
implementation, and maintenance of the 
software life cycle. 
CONCLUSION 
It is necessary to establish an effective way of 
dealing with information security risks in software 
development, which should include a 
combination of multidisciplinary teams and 
multiple strategies, taking into account all 
interested parties, legal requirements, 
organizational knowledge and technological 
experience.  
These strategies should include the best 
practices in the field of state administration with 
the cooperation of all interested parties 
(especially competent state authorities: 
prosecution, police, intelligence services) in 
order to identify and address information security 
and risk issues, broad education of clients and 
employees, providing a reliable resource for 
initial identification and addressing of specific 
risks related to intranet/internet security in state 
bodies with a special emphasis on software (all 
software in use in individual state bodies) as well 
as innovative technological solutions that help 
protect against various cyber–attacks. 
The given guidelines are focused on providing 
best practices in government administration to 
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help stakeholders in the intranet/internet space 
to understand the role of software and act 
preventively with the goal of playing an active 
role in solving information security challenges. 
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NUMERICAL ANALYSIS OF GAS–SOLID FLOW IN A REVERSE FLOW CYCLONE SEPARATOR 
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Abstract: Aerocyclone separators are crucial in separating solid particles from gas streams. These cyclones exhibit diverse geometrical configurations in their inlet zones, 
including tangential, spiral, helical, and axial designs, with variations within the tangential type. Beyond their economic appeal, these devices are characterized by their 
resilience to high temperatures and pressures, ease of manufacturing, and uncomplicated geometrical structures. Among the factors influencing cyclone performance, the 
critical parameters of interest encompass dust collection efficiency and pressure loss. The present study employed a Stairmand–type counter–flow cyclone to separate flour 
particles dispersed within an air medium. A numerical investigation considered cyclone heights of H = 750 mm, H = 1000 mm, and H = 1500 mm. Furthermore, cyclone 
inlet velocities of 8 m/s, 13 m/s, and 17 m/s were specifically chosen for examination. Particle sizes ranged from 1 to 10 micrometers, ensuring the evaluation extended to 
conditions achieving 100% collection efficiency. A comprehensive analysis of pressure drop ratios was presented herein, offering insights into the impact of varying inlet 
speeds and cyclone dimensions. 
Keywords: cyclone, collection efficiency, pressure drop, flow analysis 
 
 
INTRODUCTION  
The separation of gases and the solid particles 
they carry is important in process industries, and it 
is achieved through various methods. Solid 
particles can intentionally be present in the gas 
flow, for example, in pneumatic conveying 
systems, where it may be necessary for 100% 
solid recovery at the end of the conveying 
process to have an economical process [1–2]. 
The applied centrifugal force forms a vortex 
inside the cyclone, and the gas swirls toward the 
conical bottom. Larger particles with a 
considerable diameter are then pushed towards 
the wall and separated from the gas. In the 
conical section, the gas flow reverses direction 
to move upward over the central part of the 
cyclone and exits from the top through the gas 
outlet pipe. Meanwhile, solid particles move 
downward along the wall and accumulate at 
the bottom of the conical section [3–4]. 
Cyclone separators are widely used in industries 
to separate and collect particles from gases or 
similar gas mixtures containing solid particles 
such as dust, chips, or grains. They are used in 
industrial dust collection systems to capture 
particles as small as 50 microns. Commercial 
cyclones can operate at flow rates ranging from 
50 to 5000 m3/h. In cases where they do not 
provide the required efficiency, they can be 
used in conjunction with high–efficiency 
collection devices. Cyclone separators are 
categorized into two groups: axial inlet cyclones 
and tangential inlet cyclones [5–6] 

Shepperd & Lapple, Avant, Parnell & Sorenson 
cyclone models are commonly used in the 
agricultural industry. Simpson & Parnell, to 
address the cotton processing sector’s lint 
problem, used a low–pressure cyclone model. 
The Stairmand Cyclone was selected in this study 
due to its high dust collection efficiency [7]. 
Several parameters influence cyclone 
performance. These parameters include the type 
of cyclone, cyclone dimensional ratios, outlet 
pipe height (stack), cyclone inlet velocity, outlet 
pipe diameter, temperature, and variations in 
particle concentration. Altering these 
parameters can affect cyclone performance 
criteria, such as pressure drop and efficiency [8]. 
The literature review comprehensively examines 
research endeavors focused on comprehending 
and optimizing cyclone separator performance. 
Scholars have rigorously investigated the impact 
of diverse factors such as geometry, flow rates, 
and particle concentration on cyclone 
efficiency and pressure drops. Pioneering work 
by Leith and Licht [9] introduced a theory for 
calculating particle collection efficiency in 
cyclone separators, incorporating the drag 
coefficient to enhance particle collection 
efficiency. Their efforts also yielded an efficiency 
model capable of accounting for pressure losses. 
Subsequent studies, like those by Griffiths and 
Boysan [10], employed numerical simulations to 
analyze particle capture efficiency and pressure 
drops in different cyclones, aligning their findings 
with existing literature. Barth’s [11] model was 
found accurate for small cyclones, whereas Iozia 
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and Leith’s [12] model proved precise for larger 
counterparts. The integration of CFD analyses 
further enriched the field, providing reliable 
predictions for pressure drops and particle 
capture efficiency. Bohnet [13] delved into 
experimental studies, examining cyclone 
performance at high temperatures, revealing 
significant pressure drops and efficiency curves 
for specific temperature values. Linden and 
Gudmundsson [14] explored parameters 
affecting cyclone collection efficiency, 
highlighting the critical influence of the ratio of 
cyclone body diameter to vortex tube inner 
diameter and its independence from the 
Reynolds number. 
Avcı and Erel [15] introduced an approach to 
determine optimal cyclone length, finding no 
efficiency increase beyond a certain length, 
suggesting potential adjustments at high and low 
velocities. Avcı and Karagöz [16] explored the 
effects of flow and geometric parameters, 
unveiling the significant roles of surface friction, 
vortex length, and flow regime. Faulkner et al. 
[17] identified an inverse relationship between 
cyclone diameter and efficiency. Advanced 
computational techniques, as evidenced by 
Kaya and Karagöz [18], emphasized the 
accuracy of the Reynolds turbulence model in 
predicting cyclone behavior. Novel designs, like 
Tan F.’s [19] modified cyclone, showcased the 
potential for reimagining cyclone structures. Erol 
et al. [20] employed numerical and experimental 
methods, refining our understanding of exit pipe 
diameter influence. Recent studies, including 
those by Chu et al. [21], Pandey and Brar [22], 
and El–Emam et al. [23], harnessed advanced 
computational and experimental techniques, 
pushing the boundaries of cyclone optimization. 
In this study, a Stairmand–type counter–flow 
cyclone was used to separate flour particles in 
an air medium. Numerical simulations were 
conducted with cyclone heights of 750 mm, 
1000 mm, and 1500 mm, along with inlet 
velocities of 8 m/s, 13 m/s, and 17 m/s. Particle 
sizes ranged from 1 to 10 micrometers, allowing 
for a thorough evaluation of conditions and 
achieving 100% collection efficiency. The 
analysis included a detailed examination of 
pressure drop ratios, providing valuable insights 
into the effects of different speeds and cyclone 
dimensions. 
MATERIAL AND METHODS  
In the study, the particle bulk density was 
assumed to be 550 kg/m³, and a flow rate of 
1000 m³/h of air contained 18 kg of these 

particles. Two distinct groups of parameters are 
employed in the design of aerosol cyclones. This 
study focuses on parameters based on design, 
which vary according to the selected cyclone 
type. The selection and manipulation of these 
parameters play a pivotal role in the design and 
performance optimization of aerosol cyclones. 
Different cyclone types require adjustments in 
these parameters to achieve desired efficiency 
and particle separation outcomes. Figure 1 
presents the design parameters specific to the 
Stairmand–type cyclone. These parameters are 
integral to the intricate process of cyclone 
design. In Stairmand–type cyclones, the 
parameters are dimensioned relative to the 
body diameter "D" [24]. 

 
Figure 1. The design parameters of the Stairmand type cyclone 

Table 1. The dimensions of the Stairmand cyclone 
Parameter Dimension*D 

Cyclone diameter, D 1.0 D 
Air outlet pipe diameter, De 0.5 D 
Height of air inlet section, a 0.5 D 
Width of air inlet section, b 0.2 D 

Dip depth of the outlet pipe, s 0.5 D 
Cyclone height, H 4.0 D 

Body height, h 1.5 D 
Dust outlet diameter, B 0.375 D 

When multiplied by the body diameter "D", these 
standardized dimensions provide precise 
measurements for each component, ensuring 
consistency and accuracy in the design and 
evaluation of Stairmand–type cyclones. 
In the computational fluid dynamics (CFD) 
analysis, parameters were meticulously chosen 
to simulate the complex dynamics within the 
cyclone separator. Particle density was fixed at 
0.80 kg/m3 for flour material. The simulation’s 
choice of spherical particle shape was made to 
capture real–world scenarios accurately. The gas 
flowing into the system was at a stable 
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temperature of 27 ℃, with an outlet pressure 
maintained at 101625 Pa. Furthermore, the air 
density was chosen as air set at 1.1 kg/m3, while 
the viscosity was calculated at 1.7810–5 kg/(ms). 
The ambient temperature was also held constant 
at 27℃, reflecting standard environmental 
conditions. The inlet velocities, a critical variable 
influencing the cyclone’s efficiency, were tested 
at three different values: 8 m/s, 13 m/s, and 17 
m/s. This range allowed for a comprehensive 
analysis of the cyclone’s performance under 
various flow rates, providing valuable insights into 
its operational flexibility. Moreover, the surface 
roughness of the cyclone material was specified 
at 0.39, a factor contributing significantly to the 
friction between particles and the cyclone walls 
as taken as a metal sheet. These chosen 
parameters served as the foundation for the 
computational analysis, enabling a detailed 
exploration of the cyclone separator’s behavior 
under different operating conditions. 
The K–Epsilon Model has been a foundational 
tool for simulating turbulent flows in CFD. A 
modification called the RNG Option was 
introduced to enhance accuracy in swirling 
flows. Specifically tailored for swirl–dominated 
scenarios, this adjustment ensures precise 
simulations by employing standard wall functions 
for near–wall treatment. For the CFD analysis, 
specific boundary conditions are set: 
Inlet and Wall: Particles rebound off these 
boundaries, with their momentum changing as 
determined by the coefficient of restitution. 
Outlet (Top): When particles encounter this 
boundary, their trajectories end, signifying that 
they have ‘escaped.’ Outlet (Bottom/Dustbin): 
Particle trajectories are terminated, and the 
outcome is recorded as ‘trapped.’ For 
evaporating droplets, their entire mass instantly 
transitions into the adjacent cell’s vapor phase. 
In the case of a combusting particle, the 
remaining volatile mass enters the vapor phase. 
In the realm of CFD analysis, the concept of 
separation efficiency in cyclone separators is 
crucial. It quantifies the fraction of particles of a 
specific size captured within the cyclone 
concerning those particles of the same size 
entering the cyclone. Empirical observations 
have demonstrated that the efficiency of 
cyclone separators rises with increasing particle 
mean diameter and density, heightened gas 
tangential velocity, diminished cyclone 
diameter, elongated cyclone length, and the 
removal of gas alongside solids through the 
cyclone legs. In this context, the Separation 

Efficiency is precisely defined based on particle 
history data. It represents the proportion of 
concentration removed from the incoming feed 
stream compared to the initial concentration. 
This efficiency measure is calculated by 
determining the ratio of trapped particles to the 
total number of particles tracked in the system, 
as given in Eq 1. 

Efficieny =
N. of particles trapped
N. of particles tracked

 (1) 

In practical engineering applications, derivatives 
of the k–ε model exhibit comparable structures, 
featuring transport equations for turbulent kinetic 
energy (k) and dissipation rate (ε). The 
Renormalization Group (RNG) k–ε model is 
grounded in the instantaneous Navier–Stokes 
equations. It sets the RNG k–ε model apart from 
the Standard k–ε model is analytical derivation, 
involving incorporating model constants and 
supplementary terms within the transport 
equations [25]. 
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The fundamental disparity between the RNG 
(Renormalization Group) and the standard k–ε 
turbulence models lies in the presence of an 
additional term within the dissipation rate (ε) 
equation, depicted as follows: 

Rε =
Cμρη3(1 − η η0⁄ )

1 + βη3
ε2

k
 (4) 

In this equation, the constant Cµ is set to 0.0845, 
η≡Sk/ε, η0 equals 4.38, and β equals 0.012. 
Notably, the RNG model exhibits heightened 
sensitivity to strain and streamline curvature 
impacts when contrasted with the Standard k–ε 
model, where the constants C1ε  and C2ε are 
1.44 and 1.92, respectively. 

 
Figure 2. Mesh structure of the cyclone 

A mesh independency study indicates that 
4x105, 9,5x105, and 20x105 elements are deemed 
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adequate for 750 mm, 1000 mm, and 1500 mm 
for the analyses, respectively. A mesh structure 
used in this study is given in Fig.2.  
RESULTS AND DISCUSSION  
In the following section, we delve into the results 
and discussions derived from CFD analysis of 
cyclone separators. Through the computational 
simulations, we have explored various 
parameters that significantly influence cyclone 
performance, including geometry modifications 
and flow rates. Tangential and axial velocities 
are important factors for the particle collection in 
the cyclones. The total pressure contours in 
Figures 3, 4, and 5 are presented at inlet 
velocities of 8, 13, and 17 m/s, respectively. These 
figures illustrate pressure variations in three 
dimensions, corresponding to different H heights, 
denoted as options a, b, and c. Geometric 
measurements have been adjusted to represent 
diverse pressure changes in these three–
dimensional contexts. Due to swirling velocity 
within the cyclone, a distinct negative pressure 
zone manifests in its central region. Remarkably, 
the pressure reaches its nadir close to the 
cyclone’s center, contrasting sharply with the 
positive and maximal pressure values observed 
near the cyclone periphery. This signifies a radial 
decline in pressure, where the pressure diminishes 
from the wall towards the core. Notably, as the 
diameter of the vortex finder decreases, there is 
a discernible augmentation in pressure. This 
phenomenon underscores the significant 
correlation between pressure and velocity. 
Consequently, an escalation in tangential 
velocity is anticipated to correspond with an 
elevation in pressure. Furthermore, the study 
observes a substantial pressure gradient along 
the radial direction, emphasizing its pronounced 
nature in this dimension, while it remains 
comparatively restricted in the axial orientation. 
This intricate interplay between velocity, 
pressure, and geometry underscores the 
complex dynamics at play within cyclonic 
systems. 
In cyclone design, paramount objectives are 
maximizing separation efficiency while 
minimizing pressure drop. A superior separation 
efficiency and a minimal pressure drop 
constitute the optimal outcome for cyclone 
designs. This intricate balance necessitates 
understanding various physical and geometrical 
variables that influence cyclone behavior. These 
variables encompass particle density, gas 
viscosity, cyclone dimensions, particle cut–off 

diameter, inlet velocity, and numerous other 
factors.  

(a)    (b) 

(c) 
Figure 3. Pressure Contours in Cyclones with (a) H = 750 mm, (b) H = 1000 mm, 

and (c) H = 1500 mm at a Velocity of 8 m/s. 

(a) (b) 

 (c) 
Figure 4. Pressure Contours in Cyclones with (a) H = 750 mm, (b) H = 1000 mm, 

and (c) H = 1500 mm at a Velocity of 13 m/s. 
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(a) (b) 

(c) 
Figure 5. Pressure Contours in Cyclones with (a) H = 750 mm, (b) H = 1000 mm, 

and (c) H = 1500 mm at a Velocity of 17 m/s. 
The manipulation and comprehension of these 
variables are pivotal in crafting cyclone designs 
that align with the desired efficiency and 
pressure drop criteria, reflecting the intricate 
interplay of diverse parameters in cyclone 
performance optimization. The impact of inlet 
velocity on fractional separation efficiency is a 
critical aspect of cyclone separator 
performance analysis. Understanding how 
varying inlet velocities influence particle 
separation efficiency is essential for optimizing 
cyclone designs. This parameter significantly 
affects the cyclone’s ability to capture particles 
of different sizes and densities, directly 
influencing the separation process’s overall 
efficiency. 
In the discrete phase model, particles are 
introduced at the cyclone’s inlet and 
meticulously tracked to assess fractional 
separation efficiency, a crucial parameter in 
cyclone performance evaluation. The separation 
efficiency represents the ratio of captured 
particles to those injected, considering 
incomplete particles. Particles ranging from 1 to 
10 μm diameter were released at the inlet to 
simulate the cyclone’s separation efficiency. 
Figure 6 illustrates the separation efficiency 
concerning particle diameter at three distinct 
inlet velocities for a cyclone with different 

diameters. The graph depicts a direct correlation 
between efficiency, particle size, and inlet 
velocity, indicating that higher efficiencies are 
achieved with larger particles and increased 
inlet velocities. This relationship is rooted in the 
proportional nature of centrifugal force to flow 
velocity, highlighting the direct influence of 
centrifugal force on collection efficiency. As it is 
seen, as the H height increases, 100% efficiency is 
achieved at higher particle size. 

(a) 

 (b) 

(c) 
Figure 6. The effect of the inlet velocity on separation efficiency of cyclones  

(a) H = 750 mm, (b) H = 1000 mm, and (c) H = 1500 mm 
CONCLUSION 
In this comprehensive study, the intricate 
dynamics of cyclone separators were 
meticulously explored through CFD simulations. 
The focus was on a Stairmand–type counter–flow 
cyclone utilized for separating flour particles 
within an air medium. The research delved into 
an array of crucial parameters, including 
cyclone heights (H = 750 mm, H = 1000 mm, and 
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H = 1500 mm) and inlet velocities (8 m/s, 13 m/s, 
and 17 m/s). This systematic analysis provided 
deep insights into the cyclone’s behavior under 
diverse operational conditions. 
One of the key findings highlighted the 
significant influence of geometry and flow rates 
on cyclone performance. The analysis of 
pressure contours revealed intricate patterns 
within the cyclone structure. A notable negative 
pressure zone was observed in the central region 
due to swirling velocity, with pressure reaching its 
minimum at the cyclone’s center. This was 
sharply contrasted by positive and maximal 
pressure values near the cyclone periphery, 
illustrating a radial decline in pressure from the 
wall toward the core. Moreover, the reduction in 
the vortex finder diameter increased pressure, 
emphasizing the direct correlation between 
pressure and velocity. 
In examining the impact of inlet velocity on 
fractional separation efficiency, a critical aspect 
of cyclone performance, the study revealed a 
direct relationship between efficiency, particle 
size, and inlet velocity. Larger particles and 
increased inlet velocities resulted in higher 
efficiencies, underlining the pivotal role of 
centrifugal force proportional to flow velocity in 
the collection process. 
Future research directions could delve deeper 
into integrating advanced materials on surfaces, 
optimized geometries, and experimental 
techniques to enhance cyclone separator 
efficiency further and contribute to sustainable 
industrial practices in milling and other industries. 
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Abstract: In order to sustain their business, companies must balance the fulfilment of requirements of all the parties involved. Their attempts to achieve sustainability rely on numerous 
international standards, but also on integrated management system which integrates all the elements of a business system (through better quality, improvements in environmental protection, 
data protection, etc.) into a unique and complete production management system in an organization so that the requirements of all the interested parties could be fulfilled and the business 
objectives achieved. The results of a survey conducted with the aim of investigating the importance of implementation of IMS in the companies which perform various kinds of sectors and 
industries are presented in this paper. The obtained results indicate a high level of implementation of different standards, obtained benefits, as well as a high level of the employees’ awareness 
of the need to apply them. 
Keywords: integrated management system (IMS), ISO standards, survey 
 
 

INTRODUCTION 
The effort put in advancing the competitiveness 
of a company in the local and international 
market has never been a simple task because it 
involves extreme commitment and responsibility 
[1]. Competitiveness involves the implementation 
of different development programs, an 
integrated management system (IMS) based on 
ISO standards, innovations in new products and 
services always with same the aim [2]: to offer 
quality products, to provide continuing growth, 
to improve operations, as well as to ensure 
permanent adjustment of business strategy to 
market demands. ISO standards constantly have 
affected the increase of competitiveness of 
products and companies since the first standard 
was introduced in the 1990s of the 20th century 
(series ISO 9000), with all the reviews made so far 
(ISO 9001, 9004, 14001, OHSAS 18000, ISO 27000) 
along with the development of the new ones 
(OHSAS 18001, ISO 22000, ISO 27001, ISO 26000, 
ISO 45001, ISO 50001) [3]. On the other hand, ISO 
standards create scientific and technological 
basis for making legislative, health, safety and 
environmental frameworks at the state level 
[4,5,6]. Due to ISO standards and the use of 
practical models, we have a possibility to solve 
many everyday problems we face, from global 
management of water resources to 
improvement of food safety. It is a notorious fact 
that the application of ISO 9001 standard is 
voluntary, but companies are well aware of the 
importance of having a certificate of successful 
implementation of this standard. Unfortunately, 
examples of possessing this certificate just as a 
formality can always be found because the 
standard has not been properly implemented, 
hence, there are no appropriate effects resulting 

thereof.  Therefore, it is necessary for all the 
employees, particularly the top management, to 
comprehend the significance of all principles, 
instructions and requirements of quality 
management system [5]. Application of the 
basic ISO 9001 standard is only the beginning. It is 
desirable for a company to implement other 
international standards as well, particularly those 
aiming at environmental protection [4,7]. The 
implementation of IMS ensures a more efficient 
realization of set goals and business activities for 
employers and employees, especially those 
related to quality (quality management system 
(QMS)), environmental protection 
(environmental management system (EMS)), 
safety and health at work (Occupational Health 
& Safety OHSAS), risk analysis, critical points 
control, etc. (HCCP– Hazard analysis and Critical 
Control Point) [1]. Integrated management 
system implies permanent quality advancement 
in business in order to achieve business 
excellence of a modern organization. 
RESEARCH METHODOLOGY  
▓ Problem and subject of research 
It is a well–known fact that some companies do 
not possess the ISO certificate; on the other 
hand, some companies possess it, but just as a 
formality because the standard has not been 
properly implemented, and therefore there are 
no appropriate effects resulting from it. Also, the 
level of employees' awareness of the 
importance of implementing various standards is 
not enviable. In order to verify the veracity of 
these claims, a survey was conducted, and the 
subject of the survey were companies from 
various production activities (glass processing, 
automotive industry, household chemicals, 
cosmetics, etc.), as well as from an agency in 
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the field of providing certification and consulting 
services. 
▓ Research objective  
The goal of the investigation was to determine 
the importance of the implementation of IMS. 
The obtained results of the investigation 
indicated the level of awareness of the 
employees regarding the following: the 
importance of application of various standards, 
fulfilment of requirements of different regulations, 
importance of establishment of quality policy 
which ensures further definition of quality 
objectives, re–examination and the method 
which may be used to improve the quality and 
environmental policy which should comply with 
the mission and vision of the company. This 
investigation shows the real mindset of the 
employees regarding fulfilment of the 
requirements of the implemented standards as 
well as their desire and awareness of possible 
improvements in effectiveness of the integrated 
management system. 
▓ Research instrument 
The employees were asked to fill out the survey 
containing the questions formulated in such a 
way so that no confidential information is 
disclosed while at the same time respondents 
give responses to the questions within given 
topics. 
▓ Research questions 
Questions are formulated to obtain information 
about the number and type of implemented 
standards, benefits and improvements observed 
in the production processes upon their 
implementation, about advancement in 
environmental protection, realization of internal 
and external audits/controls, as well as about the 
awareness of employees of certain implemented 
standards in companies which perform various 
kinds of activities. 
▓ Research sample  
The survey was conducted in several companies 
in different industries. The target group were the 
employees whose positions include an active or 
passive participation in implementation of 
various standards. In case the positions of 
respondents were not directly related to 
management of standards, the condition was 
that they were familiarized with the details of the 
manner in which IMS is implemented in the 
company they work for. 
RESULTS AND DISCUSSION  
The survey comprised the total of 30 respondents 
from 12 different sectors. Most of respondents 
were from glass production and glass processing 

– 10 of them from different division so that a wide 
range of answers could be given from multiple 
point of view with a valid outcome in 
compliance with the intention of the survey 
investigator. There were 4 respondents from 
automotive industry, 3 respondents from each 
certification services and consulting services and 
3 respondents from both household chemicals 
and cosmetic product manufacturers. Fewer 
respondents were from technical examination 
and analysis as well as from food industry, while 
the fewest were the respondents from 
agricultural production, distillation equipment 
production, road reconstruction, non–metal 
production, utility services and machine metal 
processing. 
Most of respondents were from quality assurance 
departments, seven of them, followed by six 
respondents employed in human resources 
departments among whom were employees 
responsible for safety at work and environmental 
protection. There were 5 respondents from 
maintenance departments and 3 process 
engineers, while 3 chemical and cosmetic 
technologists also took part in the survey. The 
same number of employees responsible for the 
certification of ISO standards as technologists 
took part in the survey and also one respondent 
from each information technology and logistics 
and one project manager. 
To the question as to which of ISO standards 
were implemented in their company, most 
respondents answered ISO 9001, which is shown 
in Figure 1.  

 
Figure 1. ISO standards share in analysed companies 

The work tasks of the respondents from quality 
assurance departments are mainly related to ISO 
standard 9001:2015 and they are the most 
numerous; human resources departments mostly 
deal with standards focused on environmental 
issues (ISO 14001:2015 and ISO 45001:2018), while 
the respondents working in maintenance 
departments or engineers mostly deal with 
50001:2018 standard related to energy 
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management. The work tasks and duties of the 
respondents within ISO standards are mostly 
related to implementation of standards and 
quality or system advancement which involve 
monitoring as well. Fewer respondents are in 
charge of documents presentation to auditors, 
while seven respondents perform the duties of 
internal controller once or twice a year (Fig.2). 

 
Figure 2. Type of work at the position related to ISO standard 

When responding to the question as to whether 
they thought that the implementation of certain 
ISO standards could provide benefits to the 
company, the respondents were asked to give 
at least two benefits if their answer was positive. 
Most respondents cited advancement in the 
business system, which mainly comprised quality, 
organization of work, comprehensive view of 
documentation and efficiency (67%). As shown 
in Figure 3, 18% or 11 respondents agreed that 
implementation of ISO standards affected the 
company reputation. Less than 10% of 
respondents believed that the implementation 
could result in other benefits such as: consumer 
confidentiality, expenses reduction, increased 
product value and rise in employees’ awareness, 
which were all legitimate and accurate answers. 

 
Figure 3. Possible positive benefits of ISO standards implementation 

The next question was about the perceived 
improvements in the production process due to 
the implementation of ISO standards related to 
product quality. The respondents mentioned 
several improvements in the quality of the 
products which they believed were made due 
to the implementation of ISO standards; 
however, they underlined that the greatest 

effect could be perceived in advancement of 
the product traceability, from the point where 
the material entered the manufacturing, until the 
point where the finished product left the 
company. One respondent from each group 
answered that the implementation of standards 
could also affect the increase in production 
capacity as well as more qualitative services 
offered to customers. 
The respondents from the companies which had 
applied ISO 14001 standard noticed a lot of 
benefits (Figure 4). However, a lot of 
respondents, 10 of them, admitted that ISO 
14001 standard had not been applied in their 
companies, which makes up 33.33% of the total 
number of respondents.  

 
Figure 4. Perceived benefits of application of ISO 14001 standard 

Accordingly, the percentages were calculated 
and presented based on the answers of the 
remaining 20 respondents who mentioned at 
least two benefits which they considered derived 
from the implementation of this standard. Most 
respondents said that the implementation of the 
standards focused on environmental issues could 
contribute to energy saving and reduction of 
waste. To the question as to which sectors should 
apply ISO 14001 standard, about 70% of 
respondents named a large number of 
companies which, owing to the fact that they 
are manufacturing companies, generated waste 
and were considered big or small polluters. 
Nevertheless, other respondents were resolute 
regarding industry or sector which should 
implement this standard. As one reason for the 
implementation of ISO standards they cited 
environmental protection and safety of all those 
found in the work or life environment. Although 
10 respondents did not have ISO 14001 standard 
implemented in their companies, all of them 
answered this question, which undoubtedly 
shows that there is awareness of the need to 
apply this standard. However, two respondents 
answered that no sector should implement this 
standard without stating any reason for their 
opinion.    
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As much as 97% of respondents said that internal 
and external audits/controls of ISO standards 
were performed in the companies they worked 
for, while only 3% of them answered negatively 
to this question. In most cases audits were 
performed once a year as per answers of two 
thirds of respondents (Figure 5). 

 
Figure 5. Are controls/audits conducted and how many times per year? 

Is it important for all employees in the company 
to be informed that the company has ISO 
standards implemented or only those employees 
whose tasks are related to ISO standards? – this 
was the question which followed. The majority of 
respondents, 90% of them said that all 
employees should be informed, while the rest of 
them thought that only those employees whose 
tasks were related to ISO standards should be 
informed. One part of respondents said that not 
more than 30% of their co–workers were 
informed about the implementation of the 
standards in their company; the other part of 
respondents thought that this number was 
somewhere between 51% and 70% of their 
colleagues, while the largest number of 
respondents believed that 71–100% of their 
colleagues were informed about the standards. 
Although a larger number of respondents was of 
that opinion, a part of them also said that their 
colleagues were ill–informed about the manner 
in which the standard was implemented. Two 
respondents could not give their opinion about 
this question. 
Finally, the last question in the survey was 
hypothetical: if they were the owners of the 
company they worked for, whether they would 
initiate implementation of ISO standards. There 
were 97% of positive answers although a part of 
respondents was not entirely familiarized with 
those standards which were not implemented in 
their company or the standards were not related 
to their assigned tasks. Only one respondent was 
not interested in application of standards in “his 
company” if he was to assume the role of a 
manager or owner. 
CONCLUSION 
After a detailed consideration of the 
respondents’ answers and the analysis of IMS 
functioning in different companies, it can be 

concluded that it is necessary for every 
production to implement at least one ISO 
standard so it could be competitive in the 
market. Although the majority of respondents 
hold positions related to ISO standard 9001 in the 
quality assurance departments, 90% of them do 
not consider ISO 14001 standard less important 
and believe that it should be implemented in all 
sectors considered bigger or smaller polluters. 
The majority of respondents agree that the 
implementation of the standards may 
considerably contribute to the company’s 
reputation and advancement of the business 
system, while the employer has a duty to 
recognize and realize this need. The answers 
offer the conclusion that the respondents are 
well aware of the need to implement ISO 
standards, although entrepreneurs must be 
continuously informed about the quality, IMS, 
business excellence and the similar. 
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Abstract: As the use of synthetic hair fibre (SHF) is increasing globally, the rate of hair fibre waste generated is also quite high thereby resulting into environmental pollution. 
In this study, the effect of SHF waste on the strength and microstructural properties of concrete was investigated. SHF concrete containing the mixture of different percentages 
of SHF (1, 2, 3 and 4% by weight of cement) were cast using 1:2:4 concrete mix ratio and cured for maximum of 28days to determine the compressive, split tensile and 
flexural strengths. Scanning Electron Microscopic test was used to examine the micro structural features of SHF concrete. Findings from the study showed that compressive, 
split tensile and flexural strengths of the concrete reached the optimum value at 2% SHF addition. The SEM test result for the micro structural features of SHF concrete shows 
reduction in cracks as 2% SHF content. The study therefore revealed that SHF addition to concrete improved the strength and microstructural properties of the concrete. Two 
(2%) inclusion of the synthetic hair fibre by weight of cement is hereby recommended for the enhancement of the concrete properties. 
Keywords: synthetic hair fibre waste; compressive strength; flexural strength; split tensile; microstructural feature 
 
 
INTRODUCTION 
Hairs are considered as waste materials in many 
parts of the world and it is found in municipal 
waste streams causing serious environmental 
problems. They are alternate non–degradable 
matter that are available in abundance at a 
little or no cost, and can be used as fibre 
materials in concrete as a result of its high 
strength in tension which is equal to that of a 
copper wire with similar diameter (Ganiron, 2014; 
Adedokun et al., 2016).  
Due to non–biodegradable nature of the hair, 
they can only be disposed of in an economical 
way by consigning them to landfill and as such 
they are relatively environmentally unfriendly (Li, 
1998; Ganiron, 2014). There is need to effectively 
utilize these hair fibres in an economical and 
environmentally friendly ways, and one of such 
ways is to incorporate them into the concrete as 
admixtures. In addition, it is very obvious that 
concrete is weak in tension and hence some 
measures must be adopted to overcome this 
deficiency. A way of overcoming this is by 
introducing hair fibre, which is strong in tension 
and readily available in large quantity, into the 
concrete. They are mainly utilized as fibre 
reinforcing materials in concrete to examine its 
impacts on the strength properties and cracking 
control; in order to reduce concrete production 
cost and to minimize ecological issues created 
by hair decomposition (Popescu and Hocker, 
2007; Jain and Kothari, 2012; Pawar et al, 2015). 
Gupta (2009) through his study on human hair 

waste concluded that the hair has a large 
number of uses in many areas ranging from 
agriculture to medicine to engineering industries. 
The exceptional properties of human hair such as 
its unique chemical composition, slow 
degradation rate, high tensile strength, thermal 
insulation, elastic recovery, scaly surface, and 
unique interactions with water and oils, has led 
to many diverse uses. Utilization of wastes in the 
concrete production is an environmentally 
friendly mean of disposing large amounts of 
materials that would have constituted pollution 
to land, water and air (Raheem et al., 2017a & b; 
Raheem et al., 2018; Adedokun et al., 2021).  
Also, there is increase in environmental pollution 
as a result of the deposition of hair fibre wastes 
on lands thereby making them unavailable for 
good purposes. Hence, this made it imperative 
to use them for other purposes as in construction 
work. Hair fiber, a fibre deposit/waste with little or 
no cost, deposited in its millions of tonnes 
annually around the world is therefore worthy of 
study. According to Ganiron (2014), hair fibres 
are very strong in tension and can be used as 
fibre reinforcing materials in concrete.  
Reinforcing concrete with fibres has been said to 
be a suitable, pragmatic and economic means 
of overcoming micro-cracks and other concrete 
deficiencies (Pawar et al, 2015; Nila et al, 2015). 
Existing studies (Shakeel et al, 2009; Ahmed et al, 
2011; Ganiron, 2014) are limited to human hair 
and their impact on CS but this study extended 
the work of Adedokun et al, 2016, which 
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investigated the influence of SHF addition on the 
concrete strength by examining the strength and 
microstructural properties of SHF-concrete. Since 
the usage rate of synthetic hair fibre in Nigeria is 
increasing, the amount of waste produced due 
to its usage is quite high resulting to 
environmental pollution. As salon and manicure 
centres are springing up in almost every 
shopping complex in Nigeria, huge waste 
materials generated from these centres are 
mostly synthetic hairs.  
Hence, this research investigated the impact of 
these synthetic hair fibres on the workability, 
strength and microstructural properties of 
concrete, as a means of reducing waste and 
improving the strength and microstructural 
properties of the concrete. This study therefore 
focused on the reuse of these synthetic hair 
fibres in concrete production. 
MATERIALS AND METHOD 
▓ Materials 
The materials used for this study are synthetic hair 
fibre, ordinary Portland cement (OPC), fine and 
coarse aggregates and water. 
 Synthetic hair fibre – synthetic hair fibre (SHF) 

was collected from Awotan dumpsite (Figure 
1a). Awotan dump site is one of Government 
approved refuse waste dump site at Ido Local 
Government Area in Ibadan, Oyo State, 
Nigeria. Figure 1b shows the section of SHF 
deposit at Awotan dumpsite.  

 
(a) Section of SHF at the dumpsite; (b) Dumpsite approach view 

Figure 1. Used synthetic hair fibre at Awotan dumpsite, Ibadan, Nigeria 

 Aggregates – Sharp sand and granite 
chippings (of 12 mm size), which are fine 
aggregate and coarse aggregate 
respectively, was used for the casting of the 
concrete. The aggregates are in compliance 
with the requirements of BS 882 (1982), they 
are clean, free from salt and impurities 
(including organic matters).  

 Cement – The cement to be used for this 
experiment is the Ordinary Portland Cement 
(OPC) of grade 32.5 N/mm2. The cement 
satisfies such properties as fineness, and 
soundness, which means that the cement 
meets the specification of the ordinary 
Portland cement (BS 12, 1996) on the above 
properties. This cement is readily available 
and it is the most commonly used in the 
construction industry. 

 Water – The water used was obtained from 
the public water supply at Laboratory of the 
Ministry of Works, Oyo State Secretariat, 
Ibadan. The water was relatively clean and 
free from acids, oils, alkalis, suspended solids, 
organic matters and soil. The water is potable 
and therefore suitable for use in casting as 
required by BS 3148 (1980). 

▓ Testing methods 
The various tests conducted in this study are the 
mechanical test on various brands of SHF, tests 
on fresh (slump and compacting factor) and 
hardened (compressive, split tensile and flexural 
strengths) concrete produced by incorporating 
different combinations of SHF. The used synthetic 
hair fibres were incorporated into the concrete 1, 
2, 3 and 4% by weight of cement. 
 Mechanical test on SHF 
Mechanical tests were carried out on different 
brands of SHF (Laminar weaveon, Ultra Braid, 
Besta Braid and the sample from dump site) 
using Universal testing Machine – Testometric to 
evaluate elongation at yield, elongation at limit 
of proportionality, force at yield, force at limit of 
proportionality, stress at different force 
application and Young’s modulus. The sample 
length used for the test is 100mm. 
 Tests on fresh concrete 
The slump and compacting factor tests was 
performed on the fresh concrete mixes 
containing different percentages of the synthetic 
hair fibre wastes (1, 2, 3 and 4% by weight of 
cement). These tests were conducted on 
different concrete mixes in order to examine the 
influence of SHF contents on the workability of 
the fresh concrete in accordance to BS 1881: 
part 103 (1983). 
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 Tests on hardened concrete 
Tests were conducted on various hardened 
concrete (cube, cylindrical and prism) samples 
at different percentages of SHF to determine the 
compressive strength, split tensile strength, 
flexural strength and microstructural properties of 
the samples. 
 Compressive strength test – The compressive 

strength test was carried out on specimens 
cubical in shape of size 150 x 150 x 150 mm3. 
Fresh concrete mixes were cast and placed 
into the cubical cast iron mould, and were 
compacted with the tamping bar on layers. 
After 24 hours the concrete specimens were 
removed from the moulds and immediately 
submerged in clean fresh water. After days (7, 
14, 21 and 28 days) of curing the specimens 
were tested under the load in a compression 
testing machine.   

 Split tensile strength – The ASTM test method 
was used for the determination of the split 
tensile strength of cylindrical concrete 
specimens. This method consists of applying a 
compressive force along the length of a 
cylindrical specimen. This loading induces 
tensile stresses on the plane containing the 
applied load. Tensile failure occurs rather than 
compressive failure. Plywood strips were used 
so that the load could be applied uniformly 
along the length of the cylinder. The 
maximum load (P) at failure was divided by 
appropriate geometrical factors to obtain the 
splitting tensile strength (fst) as shown in 
equation 1. 

fst =  2P
πlD

   (1) 
where l = height of cylindrical specimen (300 
mm) and D = diameter of cylindrical specimen 
(150 mm) 
 Flexural strength – Third–point loading method 

was used in finding out the loading system of 
flexural tension. Fresh concrete mixes were 
cast and placed into the cylindrical cast iron 
mould, and were compacted with the 
tamping bar on layers. After 24 hours the 
specimens were removed from the moulds 
and immediately submerged in clean fresh 
water. After days (7, 14, 21 and 28 days) of 
curing the specimens were tested under the 
load in a compression testing machine. Then 
the load (p) was applied at a constant rate of 
400 kg/min. The flexural strength (F) was 
determined as shown in equation 2.  

Flexural strength, F = ple
bd2

  (2) 

where le = effective span of the beam, b = 
breadth of the beam and d = beam depth 
 Microstructural analysis – The microstructural 

properties of the hardened concrete samples 
containing various percentages of synthetic 
hair fibre, SHF (1, 2, 3 and 4% by weight of 
cement) were determined using Scanning 
Electron Microscopy (SEM). Images of the 
concrete samples were produced by 
scanning the surface of sample with a focused 
beam of electrons. Samples of SHF–Concrete 
of 0% SHF, 2% SHF and 4% SHF Concrete were 
investigated using SEM. 

 Statistical analysis – The experimental results 
(CS, STS and FS) of the hardened concrete 
samples containing various percentages of 
SHF (1, 2, 3 and 4% by weight of cement) were 
subjected to statistical analysis using 2–way 
ANOVA without replication. These analyses 
were conducted to evaluate the statistical 
significance of SHF and curing days on the 
strength properties of the SHF–concrete 

RESULTS AND DISCUSSION 
▓ Mechanical properties of synthetic hair fibre 
The results of the mechanical tests conducted on 
different brands of synthetic hair fibre together 
with the blend of all the brands (those obtained 
from the dump site) are presented in Table 1.   

Table 1. Mechanical properties of synthetic hair fibre 
Synthetic Fibre 

Type 
Elongation 

(mm) 
Stress 

(N/mm2) 
Young Modulus 

(N/mm2) 
Strain 

Larimar weavon 
(Black) 19.848 2.971 15.01 0.198 

Ultra Braid (Brown) 6.053 1.324 21.70 0.061 
Besta Braid (Purple) 31.890 2.937 9.21 0.319 

Blend 14.629 4.040 27.67 0.146 
 

From this table, it was observed from the 
mechanical properties of synthetic hair fibre of 
different brands and mixture (sample from the 
dump site) that under the application of force, 
Ultra braid (brown) gave the lowest elongation 
and strain values while Besta braid (purple) 
undergo the highest elongation and strain 
indicating that Ultra Braid was the toughest and 
strongest.  
Although, Besta braid is quite elastic, it can be 
stretched beyond 300% of its original length 
without breaking while Ultra Braid cannot extend 
beyond 70% of its original length. This implies that 
Besta braid is highly ductile, while Ultra Braid has 
low ductivity. Moreover, it was found that the 
Young Modulus of the Blend (that is, the mixture 
from dump site) was the highest.  
Hence, the usage of the SHF from the dump site 
is worthwhile as it will combine all the 
characteristics of the Synthetic Hair Fibre brands, 
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and its application will reduce its rate of 
dumping and accumulation at the dump site, 
thereby minimizing the environmental pollution 
and ecological issues associated SHF usage in 
the surrounding.  
▓ Workability of fresh concrete 
Workability of the fresh synthetic hair fibre 
concrete was investigated using slump and 
compacting factor tests as shown in Table 2. For 
slump tests, the results showed that the slump 
value increased from 19 to 38 mm as the 
percentage of the hair fibre content increased 
from 1 to 4%, respectively. However, the slump 
value for the control sample (0% synthetic hair 
fibre) was 18 mm. This shows that addition of SHF 
increased the slump of the concrete.  
The concrete became more workable as the 
percentage of SHF increased. That is, the higher 
the slump, the higher the workability. This could 
be attributed to presence of the oil in the used 
synthetic hair fibre. Similarly, the results of the 
compacting factor increased from 0.846 for 0% 
SHF concrete mix to 0.968 for 4% SHF mix. This also 
showed that compacting factor increased with 
increasing SHF content, indicating an increase in 
workability of the concrete with the addition of 
Synthetic hair fibre. 
 

Table 2: Effects of the used synthetic hair fibre on workability  
(slump and compacting factor) of the concrete 

Tests 
Percentage of SHF (%) 

0 1 2 3 4 
Slump 18.0 19.0 20.0 25.0 26.0 

Compacting factor 0.846 0.852 0.880 0.862 0.899 
 

▓ Compressive strength 
Figure 2 presents the influence of synthetic hair 
fibre (SHF) and curing age on the compressive 
strength of concrete. The compressive strength 
for concrete samples containing 1% SHF showed 
higher values at 7 and 14 curing days than the 
control concrete samples (0% SHF) but were 
lower than the control at 21 and 28 curing days. 
For 2% SHF addition, compressive strengths were 
significantly higher than those of the control and 
1% SHF samples at each of the curing periods. 
However, the values of the compressive strength 
for concrete samples containing 3% and 4% SHF 
were lower than those of the control and 2% SHF 
samples. This is an indication that the optimum 
value of the compressive strength is reached at 
2% SHF addition.  
This finding is also in agreement with the 
conclusion of the previous studies by Adedokun 
et al. (2016), while Jain and Kothain (2012) and 
Sreevani and Ajitha (2017) reported the optimum 
compressive strength at 1.5% addition of human 

hair, even though these studies did not test the 
impact of human hair on concrete beyond 1.5% 
(by weight of cement). In addition, the 
compressive strength of 29.28N/mm2 obtained for 
sample with 2% SHF content (by weight of 
cement) satisfied the minimum compressive 
strength of 26 N/mm2 at 28 days recommended 
by NIS 439 (2000).  
For different curing ages, the results showed that 
the compressive strength increased as the curing 
period increased.  These results clearly showed 
that 2% addition of synthetic hair fibre to 
concrete would not only lead to enhancement 
in compressive strength but also can lead to a 
very significant reduction in the  environmental 
pollution and ecological issues resulting from the 
accumulation of synthetic hair fibre in the 
surrounding.     

 
Figure 2. Influence of synthetic hair fibre and curing days  

on compressive strength of concrete 
Table 3 presents the results of the statistical test 
carried out on the impact of SHF and curing days 
on the CS of the SHF–concrete using ANOVA at 
5% level of significance. From the Table, the p–
values are 1.19e–6 and 0.005282 for the SHF and 
curing day, respectively. 
 

Table 3: Impact of SHF and curing days on CS of concrete 
Source 

of 
variation 

Sum of 
squares 

Degree 
of 

freedom 

Mean 
square 

Fcal P–value Fcrit Remark 

SHF 382.9229 4 95.730 36.84 
1.19E–

06 
3.259 Significant 

Curing 
day 

55.5005 3 18.500 7.119 0.005282 3.490 Significant 

Error 31.181 12 2.598     
Total 469.6049 19      

 

The p–value for the SHF is much lower than the 
adopted 0.05 level of significance. Whereas, for 
curing day, the value is approximately equal to 
the adopted level of significance.  
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In addition, the variance ratio after treatment, 
Fcal, is 36.84132 (greater than the stipulated ratio 
of variance, Fcrit of 3.259167) and 7.119663 
(>Fcrit of 3.490295).  
These two conditions clearly showed that both 
the SHF and curing day have a statistically 
significant impact on the CS of concrete, 
however, the influence of the SHF is much more 
significant than that of the curing day. 
▓ Split tensile strength 
The impact of the synthetic hair fibre and curing 
age on the split tensile strength of the concrete is 
presented in Figure 3. The split tensile strength for 
concrete samples containing 1% SHF were higher 
at 7 and 14 curing days as compared to those of 
the control concrete samples but were lower 
than the control at 21 and 28 curing days.  
For 2% SHF addition, the tensile strengths were 
much higher than those of the control and 1% 
SHF samples at each of the curing periods. 
However, the values of the tensile strength for 
concrete samples containing 3% and 4% SHF 
were lower than those of the control and 2% SHF 
samples, and this showed the optimum value of 
the split tensile strength at 2% SHF addition. For 
different curing ages, the results showed that the 
split tensile strength increased as the curing 
period increased. 

 
Figure 3. Influence of synthetic hair fibre and curing days 

 on split tensile strength of concrete 
Table 4: Impact of SHF and curing days on STS of concrete 

Source of 
variation 

Sum of 
squares 

Degree 
of 

freedom 

Mean 
square Fcal P–value Fcrit Remark 

SHF 1.809 4 0.4523 45.499 
3.71E–

07 
3.259 Significant 

Curing 
day 

0.309 3 0.1031 10.370 0.00119 3.490 Significant 

Error 0.119 12 0.0099     
Total 2.237 19      

 

Table 4 shows the results of the statistical test 
conducted on the STS of the SHF–concrete to 
evaluate the impact of SHF and curing day on 
the STS of SHF–concrete using ANOVA at a 5% 
level of significance. 
The findings from the statistical analysis revealed 
that the SHF (p–value = 3.71E–07 < 0.05) and 
curing day (p–value = 0.00119 < 0.05) have 
statistically significant effects on the STS of the 
SHF–concrete. However, the lower p–value 
(3.71E–07) of the SHF than that of curing day 
(0.00119) is an indication of the greater impact of 
SHF on STS compared to that curing age. 
▓ Flexural strength 
Figure 4 shows the influence of the synthetic hair 
fibre and days of curing on the flexural strength 
of the SHF concrete. Results from the figure 
showed higher values of the flexural strength for 
1% and 2% SHF concrete samples than those of 
the control sample (conventional concrete) at all 
the curing ages, meanwhile the flexural strength 
for 3% SHF concrete were quite similar to those of 
the conventional concrete. However, the flexural 
strength obtained for 4% SHF concrete samples 
were lower than those of the control samples. 
Similar to the results of compressive and split 
tensile strengths, the optimum value of the 
flexural strength is observed at 2% SHF addition. 
This finding is also in line with those of Adedokun 
et al. (2016). For different curing ages, the results 
showed that the compressive strength increased 
as the curing period increased. 

 
  Figure 4. Influence of synthetic hair fibre and curing days  

on flexural strength of concrete 
Table 5 displays the results of the statistical test 
carried out on the impact of SHF and curing days 
on the FS of the SHF–concrete using ANOVA at 
5% level of significance. The results from the Table 
that the p–values for SHF and curing day are 
7.12E–10 and 1.07E–14, respectively. The p–values 

1.5

1.7

1.9

2.1

2.3

2.5

2.7

2.9

7 14 21 28

SP
L

IT
 T

E
N

SI
L

E
 S

T
R

E
N

G
T

H
 

(N
/M

M
2)

CURING DAYS

Control (0%) 1% 2% 3% 4%

5

10

15

20

25

30

35

7 14 21 28

FL
E

X
U

R
A

L
 S

T
R

E
N

G
T

H
 (N

/M
M

2)

CURING DAYS

Control (0%) 1% 2% 3% 4%



ACTA TECHNICA CORVINIENSIS – Bulletin of Engineering   |  e–ISSN: 2067 – 3809 
Tome XVII [2024]  |  Fascicule 2 [April – June] 

  68   |   University Politehnica Timisoara – Faculty of Engineering Hunedoara   

are significantly lower than the adopted 0.05 
level of significance. However, unlike the trends 
observed in CS and STS, the p–value for curing 
age in FS is lower than that of the SHF, indicating 
much more influence of curing age on FS than 
the SHF.  
In addition, the Fcal = 135.4133 (>Fcrit = 3.259167) 
for SHF and Fcal = 1015.913 (> Fcrit = 3.490295) for 
curing day also confirm that both the SHF and 
curing day have a significant impact on the FS 
but the influence of curing day is more significant 
compared to SHF. Generally, these results clearly 
showed that both SHF and curing day have a 
statistically significant impact on the strength 
properties of the concrete. 
 

Table 5: Impact of SHF and curing days on FS of concrete 

Source of 
variation 

Sum of 
squares 

Degree 
of 

freedom 

Mean 
square Fcal 

P–
value Fcrit Remark 

SHF 1.251 4 0.312 135.413 
7.12E–

10 3.259 Significant 

Curing 
day 

7.042 3 2.347 1015.913 
1.07E–

14 
3.490 Significant 

Error 0.02773 12 0.0023     
Total 8.32222 19      

 

▓ Microstructural properties 
Based on the trend of the results, scanning 
electron microscopies were conducted for the 
control sample (without SHF), samples with 2% 
SHF (optimum result) and 4% SHF (lowest result). 
From the scanning electron micrograph of 
concrete without or with hair fibre, the yellow 
dimension line at the top indicates current ruler 
size depending on the magnification factor. 
While the red dimension value represent the field 
of view which is the magnification. 
Figure 5 shows the scanning electron micrograph 
of concrete with 0% addition Synthetic Hair 
(control sample). From Figure 5 it was observed 
from the micro graph that micro cracks were 
present within the concrete composition. This 
implied that series of infiltration through the 
cracks can cause weakness in between the 
concrete elements with time. 
Furthermore, figure 6 presents the result of the 
scanning electron micrograph of concrete 
containing 2% Synthetic hair fibre addition.  
The micrographs shown in Figure 6 revealed the 
concrete with 2% synthetic hair fibre where the 
fibre content was more than 1% by weight of 
cement. In the figure, the SHF added was found 
to anchor more concrete components (i.e the 
fine and coarse aggregates) and this could 
enhance more strength/bond within the 
concrete components unlike the sample with no 

SHF and therefore bridging the micro cracks, 
delaying crack formation and propagation. In 
other words, the presence of more synthetic hair 
fibre enhanced the bonding effect of the 
concrete elements, and therefore making the 
infinitesimal or micro cracks to be more strongly 
bonded. 

 
Figure 5: SEM micrograph of concrete with 0% addition of SHF 

 

Figure 6: SEM micrograph of concrete with 2% addition of SHF 
 

 
Figure 7: SEM micrograph of concrete with 4% addition of SHF 
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The image in Figure 7 shows the scanning 
electron micrograph of concrete containing 4% 
Synthetic hair fibre addition.  
The micrographs indicate concrete containing 
large volume of the synthetic hair fibres which 
are not homogenously mixed with the concrete 
elements. In other words, the components were 
observed to be too rowdy and larger proportions 
of the SHF were separated from the other 
concrete components. This could therefore lead 
to the formation of a very weak bonding within 
the concrete components, resulting into 
decreased concrete properties.     
CONCLUSIONS 
Based on the results of the study which 
investigated the impacts of synthetic hair fibre 
(SHF) on the strength and microstructural 
properties of concrete, the followings conclusions 
were drawn. 
 The results of the investigation showed that 

synthetic hair fibre had significant effects on 
workability, strength and microstructural 
properties of concrete.       

 The slump value of the concrete increased 
from 19 to 38 mm while the compacting factor 
value increased from 0.846 to 0.968 as the 
synthetic hair fibre increased from 0 to 4%, 
respectively. The two tests indicated that the 
concrete became more workable as the 
quantity of synthetic hair fibre in the concrete 
increased. 

  The investigation further revealed that the 
addition of SHF caused increment in the 
strength properties of the concrete. The 
compressive strength, tensile strength and the 
flexural strength increased with increased 
synthetic hair fibre (SHF) content from 0 to 2% 
but decreased beyond this value. This implied 
that the optimum compressive, split tensile 
and flexural strength in concrete were 
achieved with 2% addition of SHF.   

 The Scanning Electron microscope test 
revealed that the addition of the SHF contents 
in the concrete will reduce the permeability of 
concrete and thus reduce bleeding of water. 
It will also control cracking due to both plastic 
shrinkage and drying shrinkage and moreover, 
the fineness of the fibres allows them to 
reinforce the mortar fraction/elements of the 
concrete thereby controlling crack formation 
and propagation.  

 A 2% addition of synthetic hair fibre (SHF) by 
weight of cement is therefore recommended 
generally for improving the workability, 
compressive strength, tensile strength and 

flexural strength of concrete. The concrete 
produced with this fibre can be utilized as light 
weight concrete with improved strength and 
durability. Moreover, the usage of SHF with 
concrete will consequently, reduce the 
environmental pollution of its deposition 
effects globally since the blend and other 
brands investigated behaved generally the 
same. 
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Abstract: Spent nuclear fuel at the spent fuel storage in the research reactors must be in the safe temperature conditions. Utilizing heat–pipe as stand–by cooling system is a suitable method 
to remove heat generated from the fuel at the storage in the reactors, which considered the second grade of the passive systems from four grads scale. Heat–pipes are considered as passive 
heat transfer appliances which, when well designed and fabricated, have very long live spans when operating with in temperature limits. In This article, a theoretical that new design and 
completely passive cooling system using gravity assisted closed two–phase heat–pipe for dissipation the heat from the nuclear reactor spent fuel pool by running as alternative cooling system 
to be in safe mode. The model considers natural convection by air for the condenser section of the heat–pipe to confine the residual heat. Focus on heat–pipe configuration effect, evaporator 
and condenser lengths ranges (75, 100, 125 and 150m) and outer diameter ranges was (15, 20 and 25 cm) with 3mm thickness at heat load 150 kW and full filing ratio at evaporator section 
and ambient air temperature at 30˚C, a numerical simulation using a new design of gravity assisted heat–pipe loops was used to investigate the heat–pipe thermal characteristics and 
performance will analysed.  The heat–pipe material is stainless steel and demineralized water was used as the running working fluid. The observation from the results showed that the best 
performance and thermal characteristics were obtained at a higher heat–pipe length and diameter that the heat pipe could remove 150kW with safe conditions. The computer simulation can 
then be used to predict the concepts of heat transfer with different inputs 
Keywords: safe temperature conditions, passive systems, heat–pipe as stand–by cooling system 
 
 
INTRODUCTION 
Multi–purposes reactors (MPR) after shutdown 
have residual heat. Accordingly, in case of 
emergency and after nuclear reactor shut 
down, heat should be removed to keep fuel 
temperature within safe limit. Also, MPR have an 
auxiliary spent fuel tank that should be cooled 
also to remove the heat generated. In this 
direction, heat–pipes are suggested to be 
inactive heat energy transport systems. With 
appropriate design and made–up, they are 
considered to be expatriate sealed tubes which 
have very long lives.  
A completely passive cooling system 
implementing loop heat pipe for cooling and 
dissipating the nuclear reactor's residual heat is 
suggest in the current study. The most important 
parameters that determine if the public will 
accept nuclear reactors plant are safety 
features. The only thing which public can 
imagine is destruction or radioactive hazards on 
human health whenever they heard about the 
word nuclear [1].  
Safety regulations have been developed, 
matured, and implemented in the last decades 
in a very restricted way. Consequently, the 
accidents risk in nuclear power facilities is 
declining [2]. There are three serious accidents 
only at nuclear power plants over 16,210 
cumulative reactor of commercial runs in 33 
countries: No adverse health or environmental 

consequences occurred in the Three Mile Island 
(USA 1979) in which the reactor was completely 
destroyed.  
Significant environmental and healthiness 
consequences happened in Chernobyl (Ukraine 
1986), where the vapor bang and bonfire 
destruction of the reactor. Since then, the deaths 
have increased to 56 after 31 people are killed. 
Fukushima (Japan 2011) where three reactors 
from a fourth were suffering from the effects of 
cooling losses because of a huge tsunami. Only 
the emission due to accidents in Chernobyl and 
Fukushima leaded to larger hazardous for the 
community than those face from contact to 
other sources [3].  
The design of nuclear power stations are 
directed to be in safe hands in functioning 
situations and secure in case of any fail or 
scourge. Possible accidents guide to progressive 
safety enhancements. Mainly current power 
reactors use a mixture of intrinsic safety 
characters and engineered safety systems that 
can be active or passive [4].  
Because of the unbalancing between passive 
and active safety systems, the three previous 
mentioned nuclear reactors accidents were 
occurred [5]. Using passive component system 
and/or the lack of human action step down 
power failure. Safety will increase in direct 
proportion with increasing passive safety systems. 
Thus, passive systems will improve the overall 
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factor of safety for the Nuclear power plant [6]. 
The term Passive Safety is not equivalent with the 
deep–rooted safety because it remains subject 
to other faults such as structure, mechanical 
failure and/or human interference. Regardless of 
that, we will concentrate on the passive safety, 
since our work is mainly about the usage of 
heat–pipe for nuclear safety which is a Passive 
system from grade B [7]. Passive systems must 
obey some conditions to be accepted: 
Reliability and availability in short terms, long 
terms, and under retrograde conditions [8].The 
accident at the Daiichi nuclear plant proposed 
reducing credence on active systems to reduce 
human error factor. 
Passive systems types are classified to different 
categories: Grade A, B, C and D Grade B: no 
signal input, external power source, no moving 
mechanical parts but moving working fluids.[9] 
and [10]. Gravity assisted two–phase, closed 
heat pipe loops are sealed inactive two–phase 
heat transfer devices that make use of the highly 
efficient evaporator and condensation thermal 
transfer procedure to attain upper limit thermal 
conductivity among a heat source and a heat 
sink. The quantity of heat that these devices can 
carry is several orders higher of magnitude than 
pure conduction through solid metal. It is more 
than 200–500 that of copper [11]. 
The two–phase closed heat–pipe loop may be 
inclined with small angle or vertically oriented, 
with a liquid sink at the bottom. At operation, 
heat–pipe loop transfer heat through the 
evaporator from an external source to the liquid 
think. Consequently, a part of the fluid 
evaporator. Towards the condenser section, the 
vapor driven by pressure difference force 
between the condenser and evaporator flows 
through the adiabatic length. In connection with 
the condenser part, the steam is condensed into 
fluid leaving its latent heat of evaporator to the 
heat pool in the condenser segment. The liquid 
returns from the condenser to the evaporator 
internally due to force of gravity. Thus, the 
hydraulic cycle of the working fluid completed 
by equilibrated heat transfer [12].  
A suggested new design of heat–pipe loop with 
evaporator and condenser helical configuration 
with 3 mm thickness as a passive cooling system 
for a nuclear research reactor main pool and 
nuclear spent fuel storage pool is proposed to 
be used to remove this decay heat figure 1.  
The design is focused on removing heat from the 
spent fuel tank of research reactor to be in safely 
operated. The model considers convection by 

air naturally for the condensing section of the 
heat–pipe loop to compensate the residual 
heat. A numerical model using unique design of 
heat–pipe loops were investigated the heat 
transfer [13].  

 
Figure 1. Schematic of Proposed Passive heat–pipe Loops Cooling System 

The effects of heat–pipe configuration 
(evaporator and condenser) were analyzed. 
Demineralized water was used as the working 
fluid. The atmospheric air temperature equals 
(30oC) and circulated around the condensing 
section as a cooling procedure. Heat input of (Q 
≤ 150kW) and working fluid filling ratio (100%) was 
taken in account. Thermal performance and 
characteristics was investigated at different 
heat–pipe lengths (75, 100, 125 and 150m) and 
diameters (15, 20 and 25cm). 
Transient experiments were performed using a 
water heat pipe having a uniformly heated 
boiling part and a convectively cooled 
condenser section [14]. 
Transient response of the heat pipe to sudden 
changes of the input electric power to the 
evaporator heater, at different cooling rates, 
was investigated [15]. The heat pipe has 
dimensions according to the followings, 39.3 cm 
long boiling part, 3.7 cm long adiabatic part, 
and 17 cm long condensing part. The time 
constants for the temperature of vapor and the 
effective throughput power during the start 
heat–up and shut down cooling transients were 
estimated depending on the electric power 
input and the cooling water mass flow rate. 
Anhar R. Antariksawan [16] studied heat pipe 
performance in the reactor cavity cooling 
system RCCS design. As part of the study, the 
performance of U–shaped heat pipe is assessed 
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both through an experiment and numerical 
simulation methodology. A small U–shaped heat 
pipe with fins in the condensing section is 
modeled using the RELAP5/SCDAP code.  
The result predicted from model illustrates that 
the heat pipe could remove the received heat 
in the boiling section to the environment through 
the condensing part of that heat pipe using the 
phenomena of boiling and condensation. 
However, the steady state condition could not 
be fulfilled until the end of the calculation. The 
predicted thermal resistance of the heat pipe is 
approximately 0.012580°C/W. It is concluded 
that the model could model reasonably the 
performance of the heat pipe. 
MODEL ASSUMPTIONS  
 A one–dimensional flow models. 
 The heat–pipe loop is in the vertical 

orientation. 
 The vapor superheat is very small; the vapor is 

taken at the saturated conditions. 
 Constant wall material (Stainless–AISI316) 

properties, such as (density, specific heat and 
thermal conductivity). 

 The kinetic and potential energy components 
are neglected in the energy balance 
equations when compared with heat transfer 
rate. 

 The density, thermal conductivity, enthalpy 
and other properties of saturated liquid are 
temperature depended. 

 The local wall, working fluid and heat transfer 
coefficient of the evaporator and the 
condenser are calculated at mean value for 
both.  

 The heat–pipe starts up from initial condition 
when the power is suddenly on. 

EQUATIONS OF THE MODEL 
A model describing both thermal and phase 
flows of the heat–pipe loop has been performed 
by M. Abdelaziz, et al [14]. This simpler model has 
been improved on the one hand in order to 
provide numerical expressions of the different 
system variables, and, on the other side, to give 
the expression of the heat–pipe loop response 
time as function of the various parameters. Such 
a model can also give a guide to the design of 
heat pipe loop.  
The primary body investigates the evaporator 
wall. It is worth to mention that the primary body 
can be classified as a thermally thin body 
investigated by a temperature (Tw).  
The second body was connected to the whole 
working fluid which contacts with mutually 
evaporator wall and working fluid. The working 

fluid was classified as saturated temperature (Tf). 
This model investigates a theoretical study of 
heat–pipe loop behaviour in transient rule.  
In this model, the transient thermal behaviour of 
the heat–pipe loop has been utilized so as to 
obtain a mathematical expression of the system 
response. A program depend on the simulation 
technique was developed to calculate 
temperature of the heat–pipe loop in addition to 
the time required to reach ideal condition. This 
program can be known as a simple tool for 
modelling and designing heat–pipe loop in 
transient rule. The heat balance calculations for 
each body (wall and fluid) give: 

Cw
dTw
dt

= Qs − he. Se. (Tw − Tf)                (1)   
Cf

dTf
dt

= he − he. Se. (Tw − Tf)− hc. Sc(Tf − Twat)    (2) 
From equation (1) and by using the finite 
difference method in certain time step Δt, we 
obtain Tw. 

Twn+1(Cw + he.. Se.Δt)−. Tf
n+1(he. Se.Δt) 

= Cw. Twn + Δt. Qs                    (3) 
The average fluid temperature from equation 

(2) and by using the finite difference method we 
obtain Tf 

Tf
n+1(Cf + Δt. he.. Se + Δt. hc.. Sc) − Δt. he.. Se. Twn 

= Cf. Tfn + Δt. hc.. Sc. Twat              (4) 
where:  
Tw: is the average evaporator wall temperature. 
Tf: is the average fluid temperature. 
Se: is the surface area of the evaporator = π*D*Le 
Sc: is the surface area of the condenser = π*D*Lc 
Radial heat flux, qr in evaporator is given as: 

qr = Qnet/Ar = Qnet/(π * di *  Le)           (5) 
Axial heat flux qax of heat–pipe is given as: 

qax= Qnet/Acs = Qnet / (π * di2/4)           (6) 
▓ Time constant 
From observations of various operating variables 
of the heat–pipe, show that many nonlinear 
physical phenomena occur inside it (phase 
change, counter current flows . . . etc.), values of 
variables can be well fitted by a simple ‘‘one 
exponential law’’: 














−= τ

−−

h

)0tt(

ss e1x)t(x  
 
(7) 

(τh) is the time constant corresponding to the 
variation of the variable X in the heat–up phase. 
Where: Xss: variable Value at steady state. 
▓ Average evaporator heat transfer coefficient 
The process of the heat transfer in the liquid pool 
of the evaporator section is generally assumed 
to be common nucleate boiling whose heat 
transfer coefficient may be calculated from 
Forester–Zuber equation [17]: 
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▓ Average condenser heat transfer coefficient 
Natural convection heat transfer on a external 
surface depends on the geometry in addition to 
its location. Moreover it depends on the disparity 
of temperature on the external surface and the 
properties of the thermo–physical of the fluid 
involved [18]. The correlations for the average 
Nusselt number Nu in natural convection are of 
the form: 

( )
2

3
crs

L
L.TT**gGr

ν
−β

= ∞  
(9) 

where β is Coefficient of volume expansion and 
equal (1/T) and T is temperature in Kelvin. 
The Characteristic length of the pipe is its 
diameter D. 

( ) n
L

n
L2

cr Ra*CPr*GrCL.hNu ==
ν

=   
(10) 

The values of the constants C and n depend on 
the geometry of the surface and the flow rule, 
which is characterized by the variety of the 
Rayleigh number. 
The value of n is (1/4) for laminar flow and (1/3) 
for turbulent flow. The value of the constant C is 
normally less than 1. 
Where RaD is the Rayleigh number, which is the 
product of the Grashof and Prandtl numbers: 

( )
2

s
LD

TT..gPr*GrRa
ν
−β

== ∞   
(11) 

The Empirical correlation for the average Nusselt 
number for natural convection over horizontal 
cylinder is expressed as: 

( )( )
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When the average convection coefficient and 
Nusselt number are known, the heat transfer rate 
Qconv by natural convection from a solid surface 
at a uniform temperature Ts to the surrounding 
fluid is known by Newton’s law of cooling. 
As is the heat transfer surface area and h is the 
average heat transfer coefficient on the surface 
[19]. 

( )∞−= TTA.hQ ssconv  (13) 
where A is condenser surface area and 
expressed as: 
As=π.D.L                                                                     

1

oi h
1

k
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h
1U

−
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






++=  

(14) 
 
 

PROGRAM DESCRIPTION 
According to ranges program illustrated in table 
1. A mathematical program is designed to solve 

the presented model. A computer simulation 
program based on the method of finite 
difference (Euler) is developed to estimate 
temperature of heat–pipe loop as well as the 
time needed to reach steady state condition, 
also thermal performance and thermal 
characteristics. The equations are solved by 
Engineering Equation Solver program (EES) [20]. 
 

Table 1. Ranges program of the tests 

Heat–pipe material 
Stainless–

AISI316 
Studied parameters 

Heat–pipe 
configuration 

Evaporator filing 
ratio [%] 

100 Condenser and 
evaporator lengths [m] 

75, 100, 125 and 
150 

Ambient 
temperature [oC] 30 

Heat–pipe diameter. 
[mm] 150, 200 and 250 

Heat load [Kw] 150 Material thick. [mm] 3 
 

The developed program comprises three main 
sections. The first section contains the initial 
conditions such as the ambient temperature, the 
basic heat–pipe loop dimensions, material and 
configuration, cooling flow rate as an input data 
these parameters are combined to calculate 
the physical properties of the working fluid and 
heat–pipe for each section.  
The second section of program is activated the 
program at the saturation temperature of the 
fluid. This means the transient calculation of the 
two–phase is started. In this section the mean 
wall, fluid, evaporator and condenser heat 
transfer coefficient and cooling flow rate 
temperature for start–up and steady process are 
calculated. In the third section, replacement of 
the initial conditions is achieved by the new 
calculated data. The program progresses until a 
steady–state is reached 
TRENDS AND RESULTS  
▓ Transient start–up operation 
Transient test operation is performed at start–up 
operation and steady–state for loop for nuclear 
fuel storage tank. These results involve the 
change of wall and fluid temperatures during 
the start–up transient operation. Prior to start–up 
the loop is initially (t = 0 s), then the power input 
to the evaporator is sudden started. The program 
is running for each interval of time Δt defined by 
4 second till the loop temperature reach the 
steady state values.  
Figure 2 and figure 3 show the average heat–
pipe evaporator wall and working fluid 
temperatures at different evaporator and 
condenser lengths ranging (75, 100, 125, and 
150m) and at different heat–pipe diameters 
ranging (15, 20 and 25 cm). It was noticed that 
the best conditions are at evaporator and 
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condenser lengths at 150 m and at 25cm heat–
pipe outer diameter.  

 
Figure 2. Average wall and fluid temperature  

at different evaporator lengths. 

 
Figure 3. Average wall and fluid temperature  

at different heat–pipe diameter. 
In the current theoretical tests, shown in the 
above figures, for the loop the time required to 
reach the steady state operation is about 2000 
seconds. The figures indicate the increment of 
average wall and fluid temperatures with time. 
The phenomenon is divided into two regions. In 
the first region, the vapour density is too low to 
support continuum flow.  
Heat gained by the heat–pipe evaporator is 
absorbed solely as sensible heating, resulting in 
temperature rise. As a result, the temperature 
gradient of evaporator section is considered 
relatively high in the first interval of heating (t = 0–
2000 sec.). While the rest of the heat energy 
forms some vapour which flows from the 
evaporator and condenses on the beginning 
section of the condenser section causing its 
surface temperature to rise. In this period of time 
the response of condenser section is lower than 
the evaporator section.  
At the time range (t >2000 sec.) the majority heat 
energy is absorbed as latent heat in working fluid 
thus, increasing the generated vapour. The 

vapour temperature is enough to sustain 
continuum flow. Finally, as the steady state is 
approached, the rate of temperature increase 
slows down. This is due to the reduction in 
temperature difference between vapour and 
working fluid. 
▓ Heat–pipe performance and thermal 

characteristics      
At certain value 150kW of thermal load, Figure 4 
and figure 5 illustrates the theoretical average 
evaporator heat transfer confidents. The 
estimation is carried out in the case of different 
heat–pipe lengths ranged from 75 to 150m and 
diameters ranged from 15 to 25cm. It was shown 
that the evaporator and condenser heat transfer 
confidents are reverse proportional with heat–
pipe lengths and diameters. 

Figure 4.Average evaporator and condenser heat–transfer coefficients  
at different heat–pipe lengths. 

 
Figure 5. Average evaporator and condenser heat transfer Coefficients  

at different heat–pipe diameters 
In the condenser section, a global heat transfer 
coefficient (hc) has been considered which 
combines conduction through the wall and 
convection (external side of the wall–air) (the 
cooling section) Figure 6 and figure 7 estimated 
by the mathematical model Equation (14), show 
that there little change at the condenser heat 
transfer coefficient during all processes of the 
operation for the two processes, heat–up 
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transient and steady–state on the other hand 
evaporator heat transfer coefficient is highly 
changed with the heat–pipe configuration 
change .  

 
Figure 6. Average condenser heat transfer coefficient  

at different heat–pipe lengths 

 
Figure 7. Average condenser heat transfer coefficient 

 at different heat–pipe diameters 
Also, the power output from condenser section 
respectively versus time is observed. The loop is 
initially at room temperature, and then the 
power input to the evaporator is increased 
suddenly from zero to the full power. It was 
shown from Figure 8 and figure 9 that, the 
temperatures of each section and the output 
power increase rapidly at the beginning of 
operation due to the increase of heat flow from 
object to another, with time.  
But as a result of reduction of the temperature 
driving forces, the rate of change temperature 
with time decreases until steady state condition 
is reached. At steady–state, the power–output 
remain constant.  
From the previous figures it was shown that the 
time constant needed to reach steady–state is 
directional proportional with heat–pipe lengths 
and diameters due to increasing in thermal 
inertia.  

From the results the heat–pipe loop as passive 
cooling system could remove heat load 150 kW 
with approximately safe condition especially at 
heat–pipe configuration at evaporator and 
condenser length 150m and heat–pipe diameter 
at 25cm. 

 
Figure 8. output load from condense section  

at different heat–pipe lengths 

 
Figure 9. output load from condense section  

at different heat–pipe diameters 
CONCLUSION  
A theoretical network model has been proposed 
to predict the transient response of a heat–pipe 
loop. A numerical simulation using special design 
of Stainless–AISI316 heat–pipe loops of passive 
spent nuclear fuel cooling system used to 
investigate the thermal performance and 
characteristics at constant heat–load 150 kW 
and 30oC ambient temperatures. 
Demineralized water was used as the working 
fluid. The atmospheric air was circulated around 
the condenser as a cooling system. The effects 
of heat–pipe configuration (length and 
diameter) were analysed. The results show that 
the best thermal characteristic was obtained at 
higher heat–pipe length and diameter.  
The numerical simulation refers to a pattern, and 
a trend line can be used to predict the 
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phenomena of heat transfer with different inputs. 
It was observed that heat pipe's transient 
response was found to be depending primarily 
upon heat–pipe configuration. Decreasing at 
the heat–pipe length and diameter causes a 
reduction in time constants.  
Also it was found that the evaporator heat 
transfer coefficient was increased with heat–
pipe configuration decreased, while the 
condenser heat transfer coefficients were found 
slightly changed. From the previous figures the 
heat–pipe able to remove heat load at 150 kW. 
NOMENCLATURE 
Ac 
cp 
D 

[m2] 
[J/kg. K] 
[m] 

Cross section area 
Specific heat 
Diameter 

g [m/s2] Acceleration gravity 
h 
hfg 

[W/m2 .K] 
J/kg 

Heat transfer coefficient 
Latent heat of vaporization 

k [W/mK] Thermal conductivity 
p [N/m2] Pressure 
S [m2] Surface area 
T [K] Temperature 
t [s] Time 
Gr  Grashof number 
Nu 
Pr 
Re 
Ra 
X 

 
 
 
 

Nusselt number 
Prandtl number 
Reynolds number 
rayleigh number  
Any variable 

Special characters 
β 
µ 

[–] 
[N.s/m2] 

Coefficient of volume expansion 
Dynamic viscosity 

ρ [Kg/m3] Density 
τ [sec] Time constant 
ν [m2/s] Kinematic viscosity 
Subscripts 
c 
cr 
cs 

 Condenser 
Characteristic length 
Condenser cross sectional area 

e  Evaporator 
eq  Equivalent 
f  Filling ratio 
ss 
L 
M 
0 
sat 
v 
wat 
s 
∞ 

 Steady state 
Liquid 
Mean 
Initial 
Saturation 
Vapour 
Water  
Surface 
ambient 
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Abstract: The trends, challenges and global guidelines facing agriculture and the agri–food system are multiple, a process of reflection by decision–makers, researches and 
businessmen being timely and necessary. The expansion of the agricultural and agri–food sector may be significantly limited by the already existing pressure on agricultural 
land and water resources. Innovative production models are needed to increase productivity while maintaining biodiversity and the quality of natural resources. Aquaponics 
can be considered a sustainable agricultural production system because it combines plant and animal production, integrates the flow of nutrients through natural biological 
cycles of nitrification, is carried out without exhausting available resources and without destroying the environment, so without compromising the possibilities of satisfaction 
of the needs of future generations. 
Keywords: aquaculture, sustainability, common fisheries policies, environmental policies 
 
 
INTRODUCTION 
In the context of population growth around the 
globe and the negative consequences in 
following climate change, the need for food is 
increasing. At the same time, habitable surfaces 
are expanding more and more, especially in the 
urban environment, so that the land on which it 
is cultivated is shrinking. Under these conditions, 
the specialists in the field agricultural is looking for 
the best solutions to increase production and 
make resources more efficient.  
Farmers around the world make decisions every 
year about the various tools and technologies 
they will use to produce the best possible crops. 
But changing the production system, or even 
adapting the techniques is a challenge for 
farmers. And investments are not the real 
bottleneck. In reality, we lack the agronomic 
and economic skills to ensure that the 
transformation of “conventional” farming in the 
new system will not compromise profitability 
economy of the farm.  
We have to admit that, – and not only in 
Romania, – many farmers continue to practice 
conventional agriculture “out of convenience”. 
For to solve problems that can reduce 
productivity and therefore income agricultural, it 
is enough to use chemical substances 
(sometimes of natural origin and ecological and 
sometimes of artificial origin) and more efficient 

equipment. But, of many times, we only treat the 
symptoms this way. 
Rapid climate change is one of the most 
important aspects of the environment we face 
today, but which will be in our attention 
constantly and in the near future. These climate 
changes affect all life from around the globe, 
but we should be most concerned about the 
ways in which we will be able to let's continue to 
farm and produce food in the future.  
Crops on today's farmland are probably going to 
be harder to grow managed tomorrow; the 
temperature, the precipitation and the 
transitions of the seasons are increasing 
unpredictable and difficult crop success. Socially 
responsible agriculture refers to sustainable 
production methods and new types of applied 
technologies and may even be the key to the 
creation of ecosystems urban nature.  
At the same time, socially responsible agriculture 
can also refer to the product itself, to the 
simplicity of its production, but also to the 
multitude of benefits for people and for the 
environment. In this case, we can discuss one of 
the foods the future, about which, from the 
perspective of minimum needs, it can be said 
that it is produced only socially responsible. 
Knowing the key global trends that can 
influence agriculture, the agri–food system, the 
management of natural resources and the rural 
economy, in general, in the next decade, is 
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extremely necessary, given the importance that 
food has within every society. Awareness of the 
impact that these aspects can have contributes 
to drawing up an agenda that strengthens the 
resilience and sustainability of agricultural 
systems (Gutierrez–Wing, M. and Malone R., 
2006). 
Although the efficiency of agriculture has 
increased in recent decades, the pressure on 
agricultural land has intensified, mainly due to 
demographic factors, changes in consumption 
patterns, and the urbanization process. If we also 
add the competition between food and non–
food use of agricultural crops (fuel production), 
land ranges through erosion, desertification, 
salinization, sea level rise, etc. them.  
A vicious circle is created by overexploitation of 
existing resources, their degradation, increasing 
pressure on the remaining resources and their 
further degradation (FAO, 2017a, Adler P.R. et al, 
1996). 
The agricultural area used per person is 
continuously decreasing from 1.30 to 0.7 ha, in 
the period 1967–2013 (FAOSTAT, 2013, Bao, T. et. 
al, 2023). There are regional differences in this 
phenomenon: production growth in Asia in 
recent decades has been achieved almost 
exclusively through increased productivity, 
without an increase in cultivated area, while in 
Africa, average cereal yields have remained 
constant, but more land became arable (OECD, 
2016, Basumatary Bwsrang et. al., 2023).  
The expansion of agricultural land takes place at 
the expense of forests, savanna and natural 
grasslands, a phenomenon accompanied by 
the increase in greenhouse gas emissions and 
the acceleration of the loss of biodiversity. 
Agriculture is also, and is projected to remain, 
the largest consumer of global freshwater 
resources.  
Strong competition from the processing industry, 
power generation and domestic consumers will 
drive a 55% increase in global fresh water 
demand by 2050 (Basumatary Bwsrang et. al., 
2023). Most of this demand is generated in 
emerging countries, in contrast to the 
decreasing trend in high–income countries due 
to the continuous improvement in the efficiency 
of its use in agriculture and investments in 
wastewater treatment (OECD, 2016, Baptista P. 
2014).  
Climate change will have a definite adverse 
impact, especially in countries in the southern 
regions, and the effects are on both supply and 
quality and access to food. Changes in the 

normal values of temperature and precipitation 
may contribute to the increase of food prices 
worldwide until 2050 (Baptista P., 2014), and this 
could reduce access to food for vulnerable 
categories of people (FAO, 2017a, Bettina König 
et. al, 2018). Opinions are nuanced about the 
impact on agricultural production in the Nordic 
countries, involving both positive and negative 
effects (Brandon Yep et al, 2019). 
The impact for agriculture and the agri–food 
system is to reduce food loss and waste at all 
levels of the food chain. This is indeed a systemic 
change in the current methods of production 
and consumption, the relationship between 
producer and consumer and that of “consumers 
with products and materials” (Patrick Kangas, 
2004).  
Huge economic opportunities would be 
created, but a political decision, stimulating 
instruments are needed to promote the circular 
economy, the transition to this paradigm 
involving significant costs for the realization of 
the necessary infrastructure. On the other hand, 
the fact that this type of economic model 
operates rather at the regional, national level 
and does not depend on import markets to 
meet demand, makes it a serious alternative if 
reducing the trade deficit becomes a political 
objective (OECD, 2016, Bettina König et. al, 
2018). 
Aquaponics, or “aquaponics” in English, is the 
word made up of the first four letters of the word 
“aquaculture” (growing aquatic plants and 
animals for the purpose of their 
commercialization) and the last five letters of the 
word “hydroponics” (growing vegetables or 
flowers in nutrient solutions or on a substrate of 
gravel or sand through which water with 
chemical fertilizers circulates permanently) in 
order to name in one word the innovative 
technology that unites the two culture 
technologies in one, (Bittsánszky, András et al, 
2016). Like many other scientific creations of the 
modern era, aquaponics has its origins in human 
practices from very distant times.  
The Aztecs built floating islands, chinampas (30 x 
2.5 m) on the lakes in the Xochimilco and Chalco 
areas, separated from each other by canals on 
which they travelled with canoes. On these 
islands they planted corn, beans, pumpkin, 
amaranth, tomatoes, chili peppers, flowers, etc. 
In China, Thailand, Indonesia, people have been 
growing fish in rice paddies since ancient times, 
but without knowing that they practice 
aquaponics. Scientific interest in combining 
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aquaculture and hydroponics began in the mid–
1970s. Sneed, Allen, and Ellis, (1975) are among 
the first to experiment with soilless plant culture 
systems as a means of treating fishpond water 
and removing of nitrogen compounds in 
recirculating aquaculture systems (RAS).  
Reducing the concentration of nitrogen 
compounds, toxic to fish, becomes a major 
challenge for recirculating aquaculture and the 
beginning of the aquaponic era, (Bohl M., 1977, 
Collins M, Gratzek J, Shotts Jr E, Dawe D, 
Campbell L, et al., 1975). 
MATERIAL AND METHOD 
The foundations of contemporary aquaponics 
were laid by researchers at The New Alchemy 
Institute in the US between the 1970s and 1980s. 
They first used hydroponic plant culture as a way 
to improve water conditions for fish, not as an 
innovative technology for food production. The 
water quality in fish ponds deteriorates rapidly 
and requires regular replacement. Starting from 
the finding that aquatic plants clean water in 
natural sites, they first added aquatic plants and 
later terrestrial plants to clean water in fishponds. 
Dr. John Todd and Nancy Jack Todd conducted 
research at The New Alchemy Institute that led 
to a natural wastewater treatment system called 
the “living machine.”  
Research by Ronald Zweig (1986) further 
promoted the idea of integrating plants into an 
aquaculture system. At the Agricultural 
Experiment Station of the University of the Virgin 
Islands (UVI), St. Croix, the first experiments were 
carried out by Barnaby Watten and Robert 
Busch, 1984. The most notable results, however, 
were obtained under the leadership of Dr. James 
Rakocy, who is called the “father of 
aquaponics”.  
The era of modern aquaponics began: Tom and 
Paula Speraneo, owners of S & S Aqua Farm near 
West Plains, Missouri, USA, created the first 
aquaponic system in which the hydroponic 
culture is on gravel support (Steve Diver, 2000; 
Rebecca Nelson and John Pade started the 
quarterly “Aquaponics Journal” in 1997, Pekka 
Nygard and Stefan Goes, based on the 
Speraneo model, create an aquaponic system 
in Harnosand, Sweden (Bettina König et. al, 
2018). 
Intensive recirculating aquaculture systems have 
important environmental problems because they 
maintain water quality in the system, in part, by 
discharging an amount of effluent of 5% to 10% 
of the recirculated water volume per day and 
replacing it with fresh water (Timmons M.B., 

2002). Organic matter, inorganic concentration, 
and P concentrations in wastewater usually 
require in–system or post–discharge treatment of 
effluents (Gutierrez–Wing M. and R.F. Malone, 
2006). This operation incurs investment and 
operating costs that negatively influence the 
selling price of the fish. 
Nutrient uptake by plants is one of the most 
common biological processes involved in 
contaminant removal in artificial wastewater 
treatment wetlands (Debusk, W.F., 1999, Mitsch, 
W.J. and Gosselink J. 2000). Adler et al 1996, 
found that differences in nutrient removal rates 
of NO3–N and P were dependent on plant 
number and effluent flow. If plant numbers are 
high enough, the concentration of nutrients may 
drop to levels that may be too low to support 
plant growth.  
Rakocy et al, 1997, were able to establish a 
balanced system by maintaining a large plant 
growth area relative to the fish production area 
in a commercial capacity aquaponic system. 
Rakocy showed that when the ratio between 
the amount of food given to fish and the area of 
cultivation for plants is kept within correctly 
established limits, the amount of nitrogen is 
sufficient for plant growth. Integrating nutrient 
flows between aquaculture and hydroponic 
systems turns a waste stream, toxic to fish, into a 
gain, given the resulting plant production. 
In soil crops, nutrients move to the root surface 
by diffusion, (Taiz, L. and E. Zeiger, 2016). As the 
plant takes up nutrients from the soil, 
concentration gradients are formed in the 
vicinity of the root, and the concentration of 
nutrients at its surface is reduced compared to 
the surrounding area. This can lead to a zone of 
nutrient depletion near the root surface. The 
ability of continuous root growth, however, 
extends this region of nutrient uptake beyond 
the depletion zone. Thus, the optimal uptake of 
nutrients by plants depends both on the ability of 
the root system to absorb nutrients and on its 
ability to extend into the soil. 
Unlike soil crops, in the case of hydroponic crops, 
which use soilless media, when there is a drop in 
nutrient concentration in the root zone, it is 
immediately corrected in the next irrigation 
stage.  
Olson established that in hydroponic systems, 
plants take up nutrients at a constant rate 
regardless of concentration, as long as the 
overall ratio and concentration of nutrients in the 
solution remained nearly the same and the 
nutrient solution was well mixed and in constant 
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contact with the roots. (Olson, C. 1950). Mass 
balance nutrient management in closed 
hydroponic systems shows that once young 
plants have taken up a sufficient amount of 
nutrients, concentrations in solution can be 
reduced because the amount of nutrients 
required for plant growth is found either in the 
plant or in solution. 
Concentrations of nutrients supplied by fish in the 
aquaponic system are significantly lower for most 
nutrients compared to hydroponic systems. 
However, plants grow very well in these solutions 
that have lower nutrient levels than “standard” 
hydroponic solutions, because the plant uptake 
of organic substances is higher than synthetic 
substances in hydroponic system solutions, 
(Bittsánszky A. et al., 2016). Rakocy et al, 1997, 
managed to obtain, for two and a half years, in 
the pilot aquaponic station at UVI, lettuce 
productions with nitrogen concentrations 3.5 
times lower than in the solutions used in 
traditional hydroponic systems. 
RESULTS 
In soil production water is lost through 
evapotranspiration, percolation into the subsoil, 
runoff and weed growth. In hydroponic and 
aquaponic growing systems, water is 
recirculated. The water that is not taken up by 
the plants is recirculated. There are no weeds. 
Nutrients are constantly added by fish in 
aquaponic systems or humans in the form of 
nutrients in hydroponic systems and the water 
returns to the plants. Every drop of water is 
reused which cannot be achieved in traditional 
soil farming, (Perry Baptista, 2014). 
In hydroponics and aquaponics, water loss 
occurs in two main ways: evapotranspiration 
and runoff. There is no way to eliminate 
evapotranspiration but in greenhouses or 
solariums it can be kept within reasonable limits 
by controlling the indoor temperature. Leaks 
sometimes form at the connections between 
pipes and technological objects that make up 
the aquaponic system, broken or cracked pipes. 
Careful and frequent monitoring of the system is 
the best way to identify and stop water losses. 
Since maintaining water quality in aquaponic 
systems is done by hydroponic culture, it is no 
longer necessary to discharge a quantity of 
water from the system into the environment and 
replace it with fresh water as in the case of 
aquaculture. This reduces the consumption of 
water, which is a strategic resource of mankind, 
and protects the environment by eliminating the 
discharge of effluents. 

Aquaponics is a sustainable agricultural 
production system. Most plant nutrients come 
from the fish feed following the process of 
digestion/excretion and nitrification in the 
biofilter, thus integrating the nutrient flow.  
Plants act as biofilters and take effluent from the 
system that would otherwise have been 
discharged into the environment and replaced 
with fresh water. Even though there are 
thousands of aquaponic systems of various 
capacities operating worldwide, there are only a 
few researchers who have reported information 
on productivity systems. Dr. Rakocy, obtained in 
the pilot aquaponic system from the University of 
the Virgin Islands (UVI) in St. Croix, U.S. Virgin 
Islands, occupying a total area of 500 m2, of 
which the hydroponic cultivation area is 214 m2, 
basil productions of 23.4 kg/m2 and 25.00 kg/m2. 
The production of basil planted in the field, in the 
same period, was 7.8 kg/m2. In the case of okra 
production, yields of 2.54 – 2.89 kg/m2 were 
obtained in the aquaponic system, and in the 
field, on the control lot, 0.15 kg.m2, (Rakocy, J., 
et al., 2014). In Canada, Dr. Nick Savidov, 2014, 
obtained 3.7 tons of fish and 3.5 tons of basil 
annually with a 73 m3 aquaponic system that has 
84 m2 of hydroponics. 
The treatment of solid waste from aquaculture, 
as a result of undigested feed and 
unmetabolized feed, is today an operational 
problem well known to aquaculturists. Solids 
build–up in aquaculture facilities reduces the 
quality of the rearing environment and can 
represent a major ecological footprint. In 
salmonid culture, the waste situation is better in 
the last decade, as a result of stricter regulations, 
a better quality of animal feed and the 
emergence of efficient technologies for the 
disposal and processing of waste. At a feed 
conversion ratio of 1.0 (kg feed/kg rear), the solid 
dry matter to be removed by mechanical 
filtration from the rearing water is approximately 
100 g per kg feed used or fish produced. Current 
salmon farms are extremely large and produce 
many millions of fish each year. The biomass 
produced annually in most of these farms is 
between 100–1,000 tons. In addition, the 
production from farms in terrestrial recirculating 
system (RAS) and from floating cages, represents 
biomass 5–10 times higher, i.e. up to 10,000 tons 
per year per exploitation. These systems are 
suitable for solids removal. 
Raising rainbow trout to optimum commercial 
size in freshwater farms also produces, in some 
countries, a substantial amount of biomass and 
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sludge. Such farms discharge sludge into 
freshwater streams, lakes and rivers.  
The waste discharge from these farms should be 
properly treated, before re–entering the 
watercourses. In fresh waters, the removal of 
phosphorus is vital in terms of eutrophication, 
hence the obligation to have well–designed and 
managed effluent treatment systems to 
effectively retain and neutralize phosphorus. 
Especially since most of the phosphorus lost from 
fish farms is usually incorporated into particles 
that could be filtered with simple, mechanical 
filters. Trout farmers in Denmark, for example, are 
subject to strict regulations by environmental 
authorities to protect freshwater bodies. The 
storage of solid or semi–solid waste takes place 
in artificial lagoons, isolated with impermeable 
membranes, for the removal of nutrients by 
plants. 
Dewatered waste from trout farms contains high 
levels of nitrogen and phosphorus, the main 
nutrients for plant production, but is extremely 
low in potassium. Sludge from aquaculture farms, 
if stabilized with added lime, is considered a 
veritable fertilizer for any arable land.  
Analysis of heavy metals such as chromium and 
lead indicates extremely low levels that are 
actually harmless to the environment. But in most 
cases, delivering sludge to agriculture means 
additional operating costs for fish producers. 
CONCLUSIONS 
In conclusion, the global trends and challenges 
facing agriculture and the agri–food system are 
multiple, a reflection process by decision–
makers, researches, and business people being 
timely and necessary. Agricultural and food 
production is expected to increase due to 
population and income growth.  
The expansion of the agricultural and agri–food 
sector may be significantly limited by the already 
existing pressure on agricultural land and water 
resources. Innovative production models are 
needed to increase productivity while 
maintaining biodiversity and the quality of 
natural resources.  
Sustainable production practices are also 
required by increasing consumer awareness of 
sustainable and healthy consumption patterns. 
Success in setting up strong, resilient agri–food 
systems depends on smart strategies that will 
manage to integrate 
Food security can be said to exist when people 
in that area have, at all times, physical and 
economic access to sufficient, safe and 
nutritious food that meets their dietary needs 

and food preferences for an active and healthy 
life. There are four pillars of food security that 
define, defend and measure the state of food 
security at local, national and international 
levels. These are: food availability, food access, 
food utilization and food stability.  
Aquaponics is an opportunity for food security 
because it produces fish and vegetables 
simultaneously, can be implemented in any 
geographical area regardless of soil fertility, and 
if located in a greenhouse, independent of 
climate. 
Unfortunately, today only a small part, about 
1.5% of the total sludge produced in salmon and 
trout farms in Europe, is removed and processed. 
What is really serious is the fact that the 
predominant production of aquaculture 
products takes place in “cage” systems, floating 
cages, unsuitable for the collection and 
handling of waste, coastal areas being 
“scorched” by the destructive effects of waste 
from fish feed. This area, of the use of waste from 
aquaculture systems, remains the grand prize, 
being a double reward: on the one hand 
capitalizing on a new salable product line from 
aquaculture farms, and on the other hand 
protecting the environment. 
An ideal farm or aquaculture system capitalizes 
on every element of its composition and has a 
zero nitrogen and carbon footprint. In this field, 
European and even global research proves to 
be still at the beginning of the road and the only 
way in which things can move in the right 
direction is a much more restrictive legislation on 
protecting the environment, combined with 
research programs on intelligent use of 
aquaculture waste. 
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Abstract: The main reason for heavy metals pollution in agriculture is the use of untreated industrial and municipal wastewater for irrigation, followed by the presence of 
these inorganic contaminants in products such as fertilizers and pesticides. Heavy metals from irrigation wastewater are easily transferred to the soil–crop–crop consumer 
system, posing severe threats to environmental sustainability, soil and human health. Heavy metals accumulated in the soil are toxic to microorganisms and disrupt the soil 
ecosystem. Leafy vegetables tend to accumulate higher concentrations of heavy metals than other parts of the crop. After consumption, heavy metals accumulate in certain 
human organs and cause serious diseases. Emerging pollutants from the category of pharmaceutical products and pesticides are also found in the waste water, which are very 
difficult to eliminate through the classic purification procedures, and which are easily transferred and cause disturbances, especially in the aquatic ecosystems. In this paper, 
aspects related to the route of these contaminants from agriculture and their effects on the environment and health are reviewed. 
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INTRODUCTION 
Soil ecosystems are critical to human and 
environmental sustainability. Many pollutants are 
currently present in the soil, including heavy 
metals, organic pesticides, radioactive elements 
(cesium and strontium compounds), selenium, 
arsenic, fluorine compounds, and so on. These 
pollutants enter or remain in the soil for a long 
time, and once they exceed the soil's self–
purification capability, they will directly cause 
contamination of agricultural soils, potentially 
resulting in the loss of the production capacity of 
the soil and to soil being removed from the 
agricultural circuit. 
In any agricultural system, irrigation is essential for 
obtaining satisfactory and sufficient productions. 
Irrigation is important for economically successful 
agriculture in arid and semi–arid regions; also, 
irrigation is frequently required as an additional 
measure in semi–wet and wet regions. 
Wastewater irrigation is simultaneously an 
effective disposal method and a path of water 
recovery. Irrigation with wastewater reduces the 
pressure on fresh water sources and the volumes 
of effluents discharged into the environment. 
Chemical contaminants in wastewater, including 
heavy metals, pharmaceutical compounds and 
pesticides, are a cause for concern especially in 
countries at the beginning of industrial 
development, where industrial wastewaters 
enter domestic wastewater streams and natural 
water streams in larger quantities or even in an 
uncontrolled manner. When crops irrigated with 

wastewater are intended for human or animal 
consumption, the risk translates into the possible 
introduction of unwanted substances into the 
food chain; the health effects of heavy metals 
and pharmaceutical compounds (even more if 
these categories of contaminants are 
combined), are not yet fully known (de 
Santiago–Martin et al., 2020). 
The World Health Organization has established 
guideline values for a selection of chemicals that 
may be harmful in the context of agricultural 
wastewater use (WHO, 2006). In addition, starting 
with 26 June 2023, the new regulation on 
minimum requirements for water reuse for 
agricultural irrigation, established by the 
European Commission, is applied in the 
European Union (EC Regulation EU 2020/741). 
HEAVY METALS 
Heavy metals are metals and metalloids with 
densities greater than 5 g/cm3. The most 
common heavy metals are arsenic (As), 
cadmium (Cd), chromium (Cr), copper (Cu), 
lead (Pb) and mercury (Hg) (Herawati et al., 
2000). Cadmium, lead, zinc, and copper are the 
most prevalent heavy metal contaminants in 
many countries today (Yan et al., 2022). Large 
amounts of heavy metals are produced and 
emitted in all industries as a result of rapid 
urbanization, industrialization and intensification 
of agriculture. Over the last half–century, the 
worldwide environment has gained a 
considerable amount of heavy metals (i.e., over 
0.03 million tons of chromium and 0.8 million tons 
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of lead), primarily in the soil (Yang et al., 2018). In 
the European Union, around 3.5 million sites are 
contaminated with heavy metals, with 0.5 million 
sites being highly contaminated and in need of 
remediation (Mahar et al., 2016). 
The main source of contamination with heavy 
metals in agriculture is irrigation with untreated 
industrial or municipal wastewater (or their 
mixtures), and in some areas even the 
uncontrolled discharge of these wastewaters 
that seep into agricultural soils and the 
groundwater. Untreated wastewater used in 
irrigation contains high levels of trace elements 
and heavy metals, being likely to be toxic to 
plants and obviously posing risks to the 
environment and human health (Ungureanu et 
al., 2020). In addition, the use of heavy metals in 
products intended for agriculture (fertilizers, 
pesticides and other agriculture–based 
chemicals) is increasingly viewed as a secondary 
source of pollution in agriculture (Tchounwou et 
al., 2012).  
In comparison to potassium and nitrogen 
fertilizers, phosphate fertilizers contain a 
significant amount of harmful heavy metals 
(particularly cadmium and lead) (Bitew and 
Alemayehu, 2017). Heavy metal contamination 
of soil and crops always occurs in tandem, and it 
is expected to have consequences on human 
health. Heavy metals can easily enter the 
atmosphere, groundwater, soil, and crops, and 
then the human body by inhalation, ingestion, 
and skin absorption. Even if these contaminants 
are present in small amounts (traces), their 
harmful impacts could disrupt the soil 
environment. The persistence of heavy metals in 
the environment is dangerous in the long term, 
given their long half–life (eg 1460 days for lead 
and 200 days for cadmium). 

 
Figure 1 – Anthropogenic sources of heavy metal pollution of agricultural soils 

The problem of trace elements and heavy 
metals in wastewater is mostly attributable to the 
mixing of municipal, agricultural, livestock, and 
industrial wastewater streams in the same sewer 

system in most developing nations. This issue is 
exacerbated by the flow of untreated industrial 
wastewaters into natural water bodies, which is 
permitted under lax pollution control procedures. 
Mercury, lead, arsenic, copper, cadmium, and 
manganese are only some examples of 
potentially dangerous trace metals. It is 
important to know if traces of heavy metals are: 
in solution or adsorbed on solids; in organo–
metallic or hydroxide forms; in the crystalline 
structure of suspended materials. Without very 
accurate distribution data, the development of 
elimination techniques and guidelines for these 
harmful elements cannot be effectively 
designed. 
Typically, most treated or partially treated 
wastewaters have low levels of trace heavy 
metals, which are within acceptable limits for 
irrigation water quality. According to Elgallal et 
al. (2016), treated or partially treated wastewater 
can be used safely for up to a century without 
adverse effects on soil, crops, groundwater or 
the food chain. However, several studies have 
mentioned that after 50–100 years of irrigation 
with wastewater, the level of toxic heavy metals 
in the soil exceeded the maximum permissible 
limits. 
Different properties of the soil (pH, texture, type 
of oxyhydroxides and amount of organic 
matter), but also the type of plant crops, 
generally determine the transport of trace 
metals and essential components (carbonates, 
phosphates and clay) from the soil to the plants.  
Regular use of wastewater for soil irrigation 
increases heavy metal concentrations in 
agricultural crops and these metals are 
subsequently transferred through the food chain 
to humans and animals, causing potential long–
term health risks. Health risks due to heavy metals 
contamination can be viewed as occupational 
hazards because chemical pollutants in 
wastewater can affect the health of farmers 
who come into direct contact with the 
contaminated water during crop irrigation. Some 
heavy metals are carcinogenic, mutagenic, 
teratogenic, and endocrine disruptors; they 
have the potential to cause substantial damage 
even at very low concentrations, while more 
dangerous ones can cause neurological and 
behavioral changes, particularly in children 
(Mahar et al., 2016). 
▓ Cadmium (Cd) is not considered an essential 

element for plants, but is efficiently absorbed 
by both root and leaf systems. Cadmium has 
high toxicity and high levels of persistence in 
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food and the environment, being the most 
dangerous heavy metal in the environment 
(Perez–Lopez et al., 2008). Studies conducted 
in China, Japan and Taiwan by Carr et al. 
(2004) showed that rice grown in soils 
contaminated by irrigation water containing 
substantial industrial discharges accumulated 
high concentrations of cadmium (and other 
heavy metals). Cadmium exposure can 
produce a wide variety of acute and chronic 
effects in humans, such as kidney failure, lung 
failure, bone damage, and hypertension (Sun 
and Li, 2011). Since one way of human 
exposure to cadmium is through food 
consumption, assessing and controlling the 
amount of contaminated food sources, 
identifying sources of contaminants as well as 
modifying or eliminating them play a 
significant role in human health and longevity.  

▓ Chrome (Cr) is considered as an 
environmental pollutant released into the 
atmosphere mainly due to its intensive use in 
heavy industries. Chromium is a well–known 
human carcinogen, and numerous respected 
institutions worldwide have proven lung 
cancer as a result of the exposure to this 
contaminant (Tirger et al., 2008). 

▓ Copper (Cu) plays an important role in 
photosynthesis, respiration, carbohydrate 
distribution, nitrogen reduction and fixation, 
protein metabolism and cell wall metabolism. 
Copper regulates the creation of DNA and 
RNA, and a lack of it severely limits plant 
reproduction. It is difficult to define and 
specify the amount of copper in the soil that 
has harmful effects on plants. In general, 
before phytotoxic symptoms appear, the 
degree of copper buildup in plants poses a 
risk to human health. 

▓ Iron (Fe) uptake generally depends on soil pH, 
calcium and phosphorus concentrations, and 
ratios of several heavy metals. High soil iron 
concentrations can cause phytotoxic effects 
in acid, low phosphorus, acid sulfate, and 
flooded soils. 

▓ Lead (Pb). Airborne lead is readily taken up by 
plants through leaves, from where it is 
absorbed into plant tissues. Soil lead is not 
easily translocated into the edible parts of 
plants. Soil contamination from agricultural 
operations has been shown to have a minimal 
effect on plant lead concentrations. 
Vegetables cultivated in high lead 
concentration areas, such as urban and 
industrial areas, may represent a health risk to 

those who consume them, because lead 
absorbed by the human body can harm 
organs like the heart, bones, and nervous 
system (Bruce et al., 2012). 

The different chemical and biochemical 
transformations that heavy metals can undergo 
in the aquatic environment deserve special 
attention. Chemical transformations can affect 
the bioavailability or toxicity of heavy metals, 
which can be either enhanced or reduced. 
Knowledge of the mechanisms underlying the 
physical, chemical, or microbial transformations 
of heavy metals is often essential to 
understanding the health effects of these 
contaminants. 
Farrag et al. (2016) studied the translocation of 
some heavy metals from soils irrigated with 
wastewater in some crops such as cabbage, 
onion, garlic and wheat. Their results showed 
that Cd, Cr, Cu, Ni, Pb and Zn accumulated in 
the edible parts of the crops and the 
concentrations of these heavy metals varied 
greatly depending on the type of agricultural 
crop. 
The accumulation of even small amounts of 
metals in soil, plants and food products is a 
challenge in long–term wastewater irrigation 
areas due to chronic exposure of consumers to 
food products from crops irrigated with 
wastewater containing of heavy metals. Several 
studies have shown that plants irrigated with 
wastewater can absorb and accumulate 
potentially toxic elements in concentrations 
higher than the maximum permissible limits, with 
serious implications for public health. Long–term 
consumption of vegetables potentially 
contaminated with toxic elements can lead to 
the continuous accumulation of toxic metals in 
the kidneys and liver in humans, causing 
disruptions in the physico–biochemical processes 
(Mahmood and Malik, 2014).  
Wastewater used for irrigation has been 
identified as the potential source of heavy 
metals such as Cd, Cu, Ni, Cr, Pb, and Zn in the 
soil, plants, and food products (Table 1). Certain 
food crops pose greater risks of transferring the 
heavy metals with which they are 
contaminated, into the human body. In the case 
of irrigation with industrial effluents, the risk of 
contamination with heavy metals and trace 
elements increases.  
Information about different uptake levels of 
heavy metals by different agricultural crop types 
is useful to determine which vegetables should 
be grown in areas known to be contaminated 
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with specific pollutants. However, when 
recommending a particular crop, several 
context–specific factors must be considered, 
and not all factors are based on consumer 
health, but also on market value and growing 
conditions. 

Table 1. Concentration of heavy metals in wastewater, soil and vegetables, in 
relation to transfer and bioaccumulation factors (Khalid et al., 2018) 

 
Since trace elements and heavy metals in 
wastewater can be toxic to plants at levels 
below those that pose a significant risk to human 
health, a certain level of natural protection 
could also result, because no crop will thrive 
when irrigated with highly toxic water, and 
farmers will abandon crops that do not grow 
satisfactorily before exposing themselves to 
significant health risks through consumption of 
those crops (Kilelu C.W., 2004).  
The uptake of heavy metals varies by plant 
species and different plant parts (growing above 
or below ground). In other words, chemical 
pollutants can be retained on the surface of 
crops and vegetables that grow above ground, 
in addition to being absorbed through the roots. 
In general, the risk of contamination with 
potentially toxic elements is higher for 
vegetables that have consumable plant parts 
below ground than those above ground (Khalid 
et al., 2018). Concentrations of heavy metals 
accumulated in roots are usually higher than in 
leaves. Leafy vegetables tend to accumulate 
more easily the heavy metals, but monocots 
such as rice accumulate a higher concentration 
of heavy metals in their roots (Nabulo G., 2002). 
Increased metal deposition in roots and shoots 
can be useful or poisonous depending on the 
type of edible component of the vegetable. For 
leafy plants, heavy metal deposition in roots is 

beneficial, whereas for tuber vegetables, 
significant translocation to shoots is desired. 
Heavy metal concentrations in plant tissues 
increase with metal concentrations in irrigation 
water, and this problem can only be solved by 
proper wastewater treatment.  
Pandey et al. (2012) found that while root 
vegetables showed higher uptake of heavy 
metals compared to leafy vegetables and fruits 
irrigated with wastewater, when atmospheric 
deposition inputs were considered along with 
wastewater irrigation, leafy vegetables showed 
higher levels of contamination. 
Several studies have reported high 
accumulation (above the toxic limit) of potential 
toxic elements in various edible parts of 
crops/vegetables worldwide. A study by Chopra 
and Pathak (2015) reported the accumulation of 
Pb, Cu, Zn, Ni, Cd and Cr in Beta vulgaris, 
Phaseolus vulgaris, Spinacea oleracea and 
Brassica oleracea. Mason et al. (2011) observed 
the accumulation of Zn, Cu, Mn, Cd, Pb, Ni, Fe 
and Cr in Zea mays (maize) culture irrigated with 
wastewater and fertilized with sewage sludge. 
Jamali et al. (2007) reported the accumulation 
of Cd, Cu, Cr, Ni, Pb and Zn in vegetables 
irrigated with mixtures of wastewater and 
sewage sludge. Kiziloglu et al. (2008) found 
increases in Cu, Fe, Mn, Zn, Pb, Cd and Ni 
concentrations in red cabbage and cauliflower 
crops irrigated with wastewater.  
În mod similar, Balkhair and Ashraf (2016) found 
that the level of Cr, Pb, Ni and Cd in the edible 
parts of okra was higher than the safe limit with 
levels of 63%, 28%, 90% and 83% respectively in 
the samples, leading to the conclusion that 
irrigating the okra crop with wastewater 
containing potentially toxic elements is not safe 
for human health. Khan et al. (2008) found that 
leafy vegetables have a higher transfer of Cd, 
Cu and Ni from soil to plants. Singh et al. (2010) 
compared a range of vegetables contaminated 
with heavy metals and found the highest 
concentrations in cabbage, eggplant and leafy 
vegetables such as lettuce and spinach, 
compared to other vegetables such as some 
varieties of squash. A study conducted by Dickin 
et al. (2016) found that compared to other 
crops, the accumulation of heavy metals even 
at low concentrations in rice and wheat crops 
poses a greater risk to humans because these 
crops are consumed in larger quantities in many 
diets. 
Currently, worldwide, different methods of 
remediation of soils contaminated with heavy 
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metals have reached the stage of technological 
maturity and are successfully implemented, while 
other methods are in the research–development 
stage. 

 
Figure 2 – Anthropogenic sources of heavy metal pollution of agricultural soils 

(Ashraf et al., 2019) 
CONTAMINANTS OF EMERGING CONCERN 
Contaminants are considered "emerging" when 
they have a new source, a different route to 
people, or novel treatment options (Gogoi et al., 
2018). Emerging contaminants (ECs) are 
chemicals, either synthetic or naturally occurring, 
or microorganisms that are not widely monitored 
in the environment but have the potential to 
enter it and have known or suspected 
detrimental ecological or human health impacts. 
Emerging contaminants include many 
micropollutants found in municipal, industrial and 
agricultural wastewater, such as pharmaceutical 
products (antibiotics, steroid hormones, x–ray 
media etc), personal care products, pesticides, 
insecticides, surfactants, detergents, dyes, 
polymers, plastics, phthalates, flame retardants, 
industrial additives.  

 
Figure 3 – Sources of emerging pollutants and their routes in the environment 

(Vasilachi et al., 2021) 
Exposure to emerging contaminants has a 
negative impact mainly on the aquatic 
environment and animals in direct contact with 

polluted water (mainly surface water) 
(Ungureanu et al., 2019). Released into the 
environment, emerging contaminants have 
ecotoxicological effects on aquatic and 
terrestrial organisms (feminization of aquatic 
organisms, bacterial resistance, endocrine 
disruption). In addition, all these emerging 
chemicals reaching have many negative effects 
on human health. 

 
Figure 4 – Negative consequences on human health due to emerging contaminants 

(Kumar et al., 2022) 
Although the risks associated with emerging 
contaminants in treated wastewater used for 
irrigation are still controversial, some studies have 
argued that these contaminants are unlikely to 
pose a serious threat to groundwater, soil, or 
human health as a result of their application in 
agriculture. However, there is still a significant 
lack of studies on the prevalence and fate of 
emerging contaminants as a result of agricultural 
wastewater reuse, in terms of their potentially 
negative effects on the terrestrial ecosystem, 
uptake by crops and potential impact on human 
health. through the food chain (Elgallal et al., 
2016). 
▓ Pharmaceutical compounds for human and 

veterinary use 
Pharmaceutical compounds (antibiotics, 
steroids, contraceptives, analgesics, endocrine–
disrupting chemicals, anti–cancer agents, beta–
blockers, lipid regulator agents, anti–
inflammatory drugs, anticonvulsants, contrast 
agents etc) are being used in human and 
veterinary medicine on a daily basis.  
Veterinary antibiotics are widely employed in the 
prevention and treatment of animal infections, 
but they are also widely utilized to increase 
productivity, typically in feed and water, which 
greatly outweighs their usage as animal 
therapies at the moment. Antibiotics cannot be 
fully metabolized, so their residues are found in 
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household wastewater, medical wastewater, 
livestock and poultry farming wastewater, and, 
in some cases, in antibiotic production 
wastewater. The use of veterinary antibiotics as 
animal growth boosters is prohibited in the 
European Union due to the numerous 
environmental concerns (Ungureanu et al., 
2019). 
Steroids are estrogens, androgens, 
glucocorticoids and progestagens. Natural and 
synthetic steroids are used in human daily life for 
contraception and therapy, as well as in 
livestock production to prevent and treat 
diseases, boost growth and productivity, and 
manage animal reproduction. The European 
Union restricted the administration of steroid 
hormones for farmed animal fattening due to 
the negative human health impacts of hormone 
residues in animal foods (Ungureanu et al., 2019).  
After being assimilated in the human or animal 
body, these substances are eliminated through 
metabolic processes in the environment.  
In recent years, different concentrations of 
pharmaceutical compounds, which have 
negative effects on the environment (especially 
on the aquatic environment, but also on soil and 
sediments) have been detected in numerous 
wastewater flows and natural water bodies. 
Once in the environment, pharmaceutical 
products can undergo natural processes such as 
biodegradation, sorption or dilution, by which 
their concentrations in water or soil are reduced, 
or they can be taken up by aquatic organisms 
and plants. In the case of pharmaceuticals, the 
transformation products resulting from these 
processes are most often more soluble and polar 
than the parent compound and therefore more 
mobile. The European Medicines Agency 
specifies that any traces of transformation 
products exceeding 10% of the concentration of 
the original compound must be investigated to 
determine the possible effects on ecosystems.  
It was found that there is a slow accumulation of 
veterinary pharmaceuticals transferred from 
treated wastewater into plant tissues. The 
concentration of veterinary pharmaceuticals 
contained in plants depends on the type of 
chemical agent, when the wastewater is applied 
as irrigation water, the type of wastewater and 
the season (Christou et al., 2017). Greater 
adsorption of chemicals in soil was observed 
during winter. Although veterinary 
pharmaceuticals carried into soils irrigated with 
treated wastewater do not pose a high risk to 
terrestrial organisms, the concentration of these 

products must be constantly monitored to trace 
their movement into the soil layers (Biel–Maeso et 
al., 2018).   
It is highly likely that emerging pollutants pose 
many threats to soil and human health, but long–
term studies are still needed to test this 
hypothesis. Pharmaceutical chemicals in 
untreated wastewater used for irrigation might 
pose a threat to agricultural land because their 
buildup in the soil can impact microorganisms 
and soil worms for many years, promoting the 
development of antibiotic–resistant microbes.  
Pharmaceuticals can then be carried from the 
soil to plants and reach the food chain, 
potentially endangering the human health. 
There is still a chance that these chemical 
compounds will be discharged from the soil into 
groundwater or surface water, creating a risk to 
aquatic life biocenosis. Detection of low 
concentrations of pharmaceuticals is 
challenging and expensive, requiring the use of 
specialized analytical techniques such as solvent 
extraction and ultrasound in conjunction with 
liquid chromatography (Montemurro et al., 
2019).  
The most effective processes in the removal of 
pharmaceutical compounds from wastewater 
proved to be the advanced oxidation processes 
(particularly Fenton oxidation). However, even if 
advanced wastewater treatment processes are 
used, often traces of pharmaceutical products 
are still found in the effluents, which will end up 
being eliminated in the environment (transferred 
to surface water bodies, they pose significant 
risks to aquatic organisms and humans).  
▓ Pesticides 
Pesticides, a well known group of toxic organic 
chemicals with widespread use in agriculture 
and livestock production, have the primary 
function to boost food output while decreasing 
weeds and pests. Considering that pesticides 
have been used for decades and often applied 
in excess, they are increasingly being detected 
in wastewater and natural water bodies.  
It has been reported that around 95% of 
pesticides used up to this point did not reach the 
target insect but were instead deposited in their 
surrounding habitats (Nawaz et al., 2021). 
Conventional wastewater treatment processes 
are not effective in eliminating pesticides, so 
they are often found in wastewater treatment 
plant effluents (Farias et al., 2023). As partially 
treated and untreated wastewaters are 
frequently discharged into agricultural canals, 
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these chemicals must be considered when 
developing wastewater reuse guidelines. 
To some extent, pesticides can be destroyed in 
the natural environment by microorganisms' 
metabolic activity or by chemical degradation, 
but many recalcitrant pesticides and their 
metabolites are stable over time in the 
environment. The potential impacts of pesticides 
are a cause of obvious concern for farmers and 
consumers, since the reuse in irrigation of waters 
containing pesticide residues can negatively 
affect sensitive species, and human health. 
Pesticides in aqueous systems are extremely 
dangerous to aquatic organisms and the 
ecosystem since they are classed as possible 
endocrine disrupting agents (Goh et al., 2023). In 
terms of human health, long–term exposure to 
the active components of certain pesticides and 
their metabolites has been linked to chronic 
consequences such as birth abnormalities, organ 
damage, cancer,  nervous system diseases and 
neurotoxicity (Meftaul et al., 2020). Moreover, it is 
well established that pesticides have the 
potential to contaminate groundwater due to 
runoff and leaching processes. Pesticides in 
drinking water sources are viewed as a possible 
source of health issues, even at low levels of 
contamination, due to their functions as 
endocrine disruptors (Suwannarin et al., 2021). 
CONCLUSIONS 
Heavy metals that contaminate agricultural soils 
are toxic; they have long biological half–life and 
are difficult to biodegrade. Cadmium, lead, zinc, 
and copper are the most prevalent heavy metal 
contaminants in many countries today.  
Heavy metal pollution has serious negative 
effects for human health and the environment. 
Some heavy metals are toxic even in trace 
concentrations, and can cause a variety of 
diseases, the most affected segment of the 
population being children. Agricultural workers 
are frequently exposed to contamination with 
heavy metals, because they come into direct 
contact with contaminated soil, with wastewater 
used for irrigation and with harvested 
vegetables. 
The reuse of wastewater as a substitute for 
freshwater in agriculture can be helpful to the 
environment and agriculture, but only if correct 
treatment, planning and management 
operations are employed,so as to minimize the 
risks to the environment and human health. 
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PROBABILISTIC ASSESSMENT OF A DOUBLY SYMMETRIC I–STEEL BEAM 
 
1.Department of Civil and Environmental Engineering, Faculty of Engineering, University of Port–Harcourt, P.M.B 5323, Choba, Rivers State, NIGERIA 
 
Abstract: This paper presents the findings of a probabilistic evaluation of a doubly symmetric I–steel beam's bending, shear, and deflection limit states.  The design adhered 
to BS 5950, Part 1, 2000. Failure equations for flexure, shear, and deflection were derived, while random variable probabilistic models were sourced from the literature. 
Optimization using the First–Order Reliability Method (FORM) yielded design points, reliability indices, and sensitivity analyses. The results revealed that the reliability index 
decreased as beam span increased, with negative indices observed at a load ratio of 1.0 and beam span of 8.5m. Moreover, increasing the beam span to an overall depth ratio 
above 42 compromised reliability. The design achieved material savings in the plastic section modulus for a target reliability index of 3.0 but increased the modulus for a target 
index of 3.80 over a 50–year period. The design proved critical in bending, safe in deflection, and satisfactory in shear. 
Keywords: Failure analysis, sensitivity analysis, reliability level 
 
 
INTRODUCTION 
In recent times, the Nigerian populace has been 
witness to an unprecedented and alarming rise 
in the collapse of building structures, resulting in 
the destruction of properties worth billions of 
naira. This distressing trend necessitates the 
implementation of reliability analysis for structures 
or their components at every stage of their 
service lives, rather than adopting a passive 
approach and observing their eventual collapse 
[1]. According to the esteemed scholars Mosley 
and Bungey [2], engineered structures must fulfill 
the requirements of both the ultimate and 
serviceability limit states. The strength of any 
engineered structure inevitably undergoes 
degradation over time, making condition 
assessment of utmost importance [3–4]. 
 It is imperative to acknowledge that the design 
of structures or structural members based solely 
on codes cannot guarantee absolute safety, as 
the design may prove inadequate due to poor 
estimation of loading and may even be 
uneconomical due to an overestimation of 
loads. The root cause of poor loading estimation 
lies in the inherent variability of the design 
parameters employed in the design equations. 
The presence of variability in these design 
parameters renders it exceedingly challenging 
to accurately predict the safety of engineered 
structures and cost implications during the 
design phase [5]. Given the catastrophic 
consequences that result from structural failure, it 
is essential for structural engineers to intervene 
promptly at every stage of a structure's service 
life, in order to avert the devastating effects that 
failure and subsequent collapse can inflict. 

The implementation of a probabilistic framework 
has proven immensely beneficial in the condition 
assessment of various civil engineering facilities, 
as it effectively addresses the uncertainties 
associated with design parameters [6]. In light of 
this, the present study aims to conduct a 
probabilistic assessment of a doubly symmetric I–
steel beam, focusing on the limit state of 
bending, shear, and deflection, respectively. To 
achieve this objective, the First–Order reliability 
method was employed and a bespoke MATLAB 
code was developed, utilizing the derived failure 
functions. This code enables estimation of the 
reliability indices for different values of the 
random variables, thereby facilitating an 
investigation into the impact of these variables 
on the beam's reliability levels. 
LITERATURE REVIEW 
Esmaeil, et al. [7] conducted an extensive 
investigation into the reliability index, with a 
specific focus on optimizing self–centering 
structures to attain the minimum weight possible 
by utilizing metaheuristic algorithms. This study 
encompassed not only linear but also nonlinear 
reliability problems, thereby providing a 
comprehensive analysis. The findings of their 
research unveiled significant results, indicating a 
noteworthy decrease in weight of 36%, 30%, and 
32% for buildings with 10, 15, and 20 storeys, 
respectively, when uncertainties were not 
accounted for. However, when uncertainties 
were factored in, a remarkable weight reduction 
of 23% was achieved for the same buildings. This 
implies that the consideration of uncertainties 
can lead to an increase in failure probability of 
up to 23%. In addition, the authors made an 
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interesting observation regarding the 
performance of the charged system search and 
colliding bodies optimization algorithms, noting 
their effectiveness in the context of this study. 
Consequently, it can be concluded that the 
incorporation of a reliability index, while leading 
to the construction of heavier structures, 
ultimately enhances the overall safety of these 
structures. 
Junho [8] extensively examined the concept of 
“Reliability–Based Design Optimization (RBDO) of 
Structures Using Complex–Step Approximation 
with Sensitivity Analysis”. In the study, he 
conducted a thorough examination of the 
application of reliability analysis in the field of 
structural design. Through the meticulous 
experimentation and examination of various 
structural optimization problems, encompassing 
a wide spectrum of statistical variations, he 
successfully showcased the potential of this 
method in achieving optimal performance while 
adhering to highly precise probabilistic 
constraints. By employing complex–step 
approximation, the accuracy of RBDO was 
significantly enhanced, leading to a notable 
improvement in the overall performance benefits 
associated with structural optimization. 
Jerez et al. [9] in their studies conducted a 
comprehensive survey to explore the most 
recent advancements in reliability–based design 
optimization of structures subjected to stochastic 
excitation. In their study, they examined various 
approaches, including the search–based 
technique, sequential optimization approach, 
and scheme–based approach. An intriguing 
observation made by the authors was the 
significant influence of computational aspects in 
successfully addressing optimization problems. 
Furthermore, their comprehensive overview 
suggests that the methods employed for 
achieving optimal design in stochastic structural 
dynamics are no longer confined to academic 
scenarios but can also serve as valuable tools in 
solving a wide range of engineering design 
problems. 
The investigation conducted by [10] focused on 
the examination of reliability analysis and design 
optimization for nonlinear structures. In order to 
accomplish this, they employed the Kriging 
based method and the First–order reliability 
method (FORM). The Kriging based method, 
showed greater levels of efficiency and 
accuracy when compared to the FORM based 
method and the Monte Carlo Simulation (MCS) 
method. Interestingly, the Kriging based method 

did not require the determination of the 
response sensitivity, thereby enhancing its 
adaptability for various scenarios. 
An examination of the reliability analysis of steel 
rack frames using the Direct Design Method was 
carried out by [11]. Furthermore, they developed 
curves that illustrate the relationship between the 
system reliability index (β) and the system 
resistance factors (ϕs) for these steel rack frames 
and compared their findings to those of a 
traditional design approach based on elastic 
analysis. To carry out their assessment, the 
researchers employed a combination of the 
DDM, a formulation of the limit state function, 
and probabilistic modelling through Monte Carlo 
simulation. This allowed them to thoroughly 
investigate the reliability of steel rack frames and 
derive the system reliability indices.  
 The results they obtained indicated that the 
utilisation of the DDM offers more advantages 
than the traditional design approach based on 
elastic analysis. Specifically, when the system 
reliability indices fell within the range of ≤3, they 
found that similar structural reliability was 
achieved for both unweighted and weighted 
unit pallet loading. This observation 
demonstrated the consistency between the load 
combination factors and their corresponding 
coefficients of variation. Overall, the researchers 
concluded that incorporating sectional 
imperfections in the analysis model did not yield 
any discernible benefits in terms of the adopted 
system resistance factor. 
DEVELOPMENT OF LIMIT STATE FUNCTIONS 
A limit state function is a representation of a 
specific failure mode and it establishes a 
connection between various parameters. Its 
development is a fundamental aspect of 
structural engineering and plays a vital role in the 
design and construction of safe and efficient 
structures. In this study, the failure functions were 
developed according to the provisions of [12] for 
the design of steel structures.  
▓ Bending limit state 
The limit state of bending happens when the 
bending moments or tensile stresses are more 
than what is necessary for the structure to be 
safe and functional before failing. Equation 1 
illustrates its function as follows: 
G(X) = PySx − 0.125 ∗ 1.6 ∗ q ∗k (0.875α+ 1) ∗ L2 (1) 
▓ Shear limit state 
Shear forces that are too great for the structure's 
safety and serviceability standards before failure 
cause the shear limit condition. The shear 
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resistance of the I–section according to [12] is 
given in equation 2 as:  

Pv = 0.60PyAv                        (2)  

where
 

Av = Dt                         (3)       
The maximum shear force is given by: 

Fmax = 5wL
8

= 0.625 ∗ 1.6qk(0.875α + 1) ∗ L      (4)  
The failure function in shear is generated by 
subtracting equation 4 from equation 2. This is 
given as shown in equation 5 and equation 6: 

G(X) = 0.60PyDt − 0.625 ∗ 1.6 ∗ q ∗k (0.875α + 1) ∗ L  (5) 
G(X) = 0.60Pyt − 0.625 ∗ 1.6 ∗ q ∗k (0.875α + 1) ∗ L

D
   (6)   

Let, L
D

= λ  
 

Equation 6 now becomes: 
G(X) = 0.60Pyt− 0.625 ∗ 1.6 ∗ q ∗k (0.875α+ 1) ∗ λ (7)

 where kg = Characteristic dead load; kq  = 
Characteristic live load; yP = Bending strength of 
steel 
Equation 7 is the failure function in shear of the 
doubly symmetrical I–steel beam. 
▓ Deflection limit state 
The deflection limit state is a conception that 
focuses on the gravity of keeping the deflection 
of a structural member below a certain 
boundary to ensure the structure's performance 
and safety, alleviating the risk of failure, and 
maintaining stability, functionality, and durability. 
The allowable deflection is shown in equation 8 
as: 

δall = L
360

   (8) 
Eqution 9 presents the maximum value of 
deflection for a uniformly loaded beam as: 

 δmax = 0.0052wL4

EI
           (9) 

The limit state function in deflection is developed 
by subtracting Eq. (9) from Eq. (8) and is given in 
Eq. (10) as: 

G(X) = L
360

− 0.0052wL4

EI
                      (10) 

Substituting the value of w from equation 4 into 
the equation 10 gives: 

G(X) = L
360

− 0.0052∗1.6∗q ∗k (0.875α+1)∗L4

EI
         (11) 

Eq. (11) is the failure function in deflection of the 
doubly symmetrical I–steel beam. 
▓ Probabilistic design of steel beam in bending 
The limit state function in bending is given by: 

G(X) = PySx − MD − ML                  (12) 
where MD and ML are induced moment due to 
dead and live loads respectively. 
Induced moment due to dead and live loads 
are given by equation 13 and equation 14 
respectively. 

MD = gkL2

8
                     (13)

 
ML = qkL2

8
   (14)

 Let: 
Py = X1; gk = X2; qk = X3

 Equuation 12 now becomes: 
G(X) = X1 ∗ Sx −

X2L2

8
− X3L2

8
  (15)

 Or 
G(X) = 8SxX1

L2
− X2 − X3        (16)

 Let the coefficient of X1 be b. Therefore, 
8Sx
L2

= b         (17)
 Eq. (16) now becomes: 

G(X) = bX1 − X2 − X3        (18) The statistics of the design parameters in 
equation 18 are used as input variables in the 
MATLAB code and the value of b corresponding 
to the target reliability index of 3.0 
recommended for beams in flexure is obtained 
by optimization. 
▓ Reliability analysis 
The design process for a doubly symmetric I–steel 
beam, subject to uncertain dead and live loads 
of 20KN/m and 10KN/m respectively, was 
conducted in accordance with the design 
specifications outlined in [12] A UB section with 
dimensions of 406*140*46Kg/m was determined 
to meet the necessary criteria for bending, 
shear, and deflection. 

 

Table 1: Probabilistic models of the basic random variables 

S/N Va
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1 Py N/mm2
 Normal 275 27.5 0.10 

2 qk kN/m Normal 20 5 0.25 
3 Ix mm4 Normal 475400000 23770000 0.05 
4 E N/mm2 Normal 205000 10250 0.05 
5 L mm Normal 8000 400 0.05 
6 D mm Normal 528.3 26.415 0.05 
7 Sx cm3

 Normal 2059000 102950 0.05 
8 α – Fixed Varying   
9 t mm Normal 9.6 0.48 0.05 

10 D/L – Fixed Varying – – 
11 gk kN/m Normal Varying – 0.10 

 

The characteristic live load value is kept constant 
at 20KN/m while the varying load ratio values 
considered are 0.5, 0.75, 1.0, 1.25, 1.50, 1.75, 2.0 
and 2.25 respectively. The values of the 
characteristic dead load corresponding to the 
above load ratios are 10KN/m, 15KN/m, 20KN/m, 
25KN/m, 30KN/m, 35KN/m, 40KN/m and 45KN/m 
respectively. The deterministic design for the 
plastic section modulus of the I–beam 
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corresponding to the characteristic dead and 
live loads was carried out and the results 
obtained are compared with the results of the 
probabilistic design at target reliability indices of 
3.0 and 3.80 respectively. The probabilistic 
models for the basic random variables are 
presented in Table 1. 
▓ First Order Reliability Analysis 
The limit state function G(X) is a function of the 
basic random variables. G(X) is the  limit state 
function  such that G(X) < 0 represents unsafe 
state of a structure, G(X) > 0 represents the safe 
state of a structure and G(X) = 0 represents the 
demarcation between the safe and unsafe state 
of the structure respectively.  
Let the limit state function in the space of n–
dimensional input variables X1, X2, . . . , Xn be given 
by:  

G = g(X1, X2, . . . , Xn) = 0                (19)    
Also, 
Let the vector of the be random variables with 
second moment statistics E(X) and Cov(X, X′) be 
X = [X1, X2, . . . , Xn]′ 
The normalized random variables y1, y2, . . . , ynare 
introduced by a suitable one to one linear 
mapping X = L(y)such that y = L−1(X). The 
corresponding space of y is then defined by the 
transformation: 

X = L(y), y = L−1(X)      (20) 
Applying equation 20 maps equation 19 into: 

h(y1, y2, . . . , yn) = 0         (21) 
 Where the function h is defined by: 

 h(y) = g[L(y)]            (22) 
Equation (22) represents the failure function in 
normalized coordinate. The mean value of y is 
the origin and the projection of y on the arbitrary 
straight line through the origin is the random 
variable with the standard deviation of unity.  
The reliability index 𝛽𝛽 is the distance between the 
origin and the failure surface in the normalized 
coordinate.  It is given by:   
    β =
min��∑(y12 + y22+. . . . . +yn2) �h(y1, y2, . . . , yn)� = 0      (23) 
Equation (23) is minimized subject to the 
constraint that ( ) 0...,,, 21 =nyyyh . The design 
points on the failure surface are obtained by 
optimization. 
In First–Order reliability method, all non–normal 
random variables must first be transformed to 
their equivalent normal random variables before 
they can be used. This requires that the 
distribution function of the basic variable and the 
equivalent normal variable are equated at the 
design point as: 

Φ�xi
∗−μxi

N

σxi
N � = Fxi(xi∗)          (24) 

where Φ(⋅) = cumulative distribution function of 
the standard normal variable at the design point; 
μxiN , σxiN  = mean and standard deviation of the 
equivalent normal variable at the design point 
respectively; Fxi(xi∗) = cumulative distribution 
function of the original non–normal variables.  
The mean of the equivalent normal variable at 
the design point is given by: 

μxiN = xi∗ − Φ−1[Fxi(xi∗)]σxiN          (25) 
The distribution function of the basic variable 
and the  equivalent normal variable are equal  
at the design point:  

φ
σxi
N �

xi∗−μxi
N

σxi
N � = fxi(xi∗)                  (26) 

where φ(⋅)and fxi(xi∗) = probability distribution 
function of the equivalent standard normal and 
the original non–normal random variable 
respectively.  
Applying equation 25; 

Φ−1[Fxi(xi∗)]σxiN = xi∗ − μxiN             (27) 
Applying Equation (26), the standard deviation 
of the equivalent normal variables are given as:   

σxiN = φ �Φ−1[Fxi(xi∗)]�
fxi(xi∗)          (28) 

RESULTS AND DISCUSSION 
The results of the MATLAB program automated 
reliability analysis of a doubly symmetric I–section 
steel beam are presented in Figure 1 to Figure 6 
respectively and Table 2. 

Table 2: Values of plastic section modulus (m3) for varying load ratios obtained from 
code–based design and reliability–based design at target reliability indices of 3.0 and 

3.80 
Load Ratio 0.5 0.75 1.0 1.25 1.5 1.75 2.0 2.25 
BS 5950:  

Part 1 (1985) 
1472 1696 1919. 9 2143.9 2368 2591.6 2816 3040 

RBD (Beta = 3.0) 1520 1720 1920 2120 2288 2560 2768 2928 
RBD (Beta = 3.8) 1744 1960 2192 2424 2640 2880 3136 3360 

 
Figure. 1: Relationship between reliability index and beam span for varying load ratio 

(Bending limit state) 
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Figure 2: Relationship between reliability index and beam span for  varying load ratio 

(Shear limit state) 

 
Figure 3: Relationship between reliability index and beam span for varying load ratio 

(Deflection limit state) 

 
Figure 4:  Relationship between reliability index and beam span for varying load ratio 

(Bending, shear and deflection limit state) 
The MATLAB code employed in this study yielded 
the reliability indices for the bending, shear, and 
deflection limit states. These indices were 
determined through the utilization of the first–
order reliability method. The obtained results are 
showcased in Figure 1 to Figure 3 which 
demonstrate the relationship between the 

reliability indices and varying load ratios for each 
limit state. It is evident from the figures that an 
increase in beam span and load ratio led to a 
decrease in the reliability indices for the bending, 
shear, and deflection failure modes. This 
observation aligns with the conclusions drawn by 
[13] who found that safety levels decline with an 
increase in beam span and load ratio. 

 
Figure. 5: Relationship between reliability index and lambda at alpha = 1.0 (Shear Limit 

State) 

 
Figure 6: Relationship between load ratio and plastic section modulus values for 

deterministic and reliability based design 
Based on the data presented in Figure 1, it can 
be seen that the safety indices ranged from –
1.419 to 5.708, with an average value of 3.145. 
Similarly, Figure. 2 showcases the implied safety 
indices from 2.237 to 7.357, with an average 
value of 4.798. Furthermore, Figure 3 
demonstrates that the implied safety indices vary 
from –0.889 to 9.98, with an average value of 
4.546. Notably, Figure 1 to Figure 3 shows that the 
average values of the implied safety indices for 
shear and deflection limit states exceed the 
recommended range of the target safety index, 
which is 3.3 to 3.7, for structures with minor to 
large consequences of failure [14]. In addition, 
for beam spans beyond 8.5m and load ratios 
surpassing 1.0, the safety of the beam cannot be 
ensured as indicated by the negative values of 
the safety indices [13, 15].             
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Figure 4 illustrates the range of implied safety 
indices for the bending limit state, which extends 
from –0.582 to 4.561, with an average value of 
1.990. Similarly, for the shear limit state, the 
implied safety indices vary from 3.601 to 6.412, 
with an average value of 5.007. Additionally, the 
values of the implied safety indices for the 
deflection limit state range from 0.0399 to 8.87, 
with an average value of 4.455, as portrayed in 
Figure 4. Figure 5 depicts the correlation 
between the safety indices and the beam span–
overall depth ratio (Lamda) at a constant load 
ratio of 1.0. The data from Figure 5 reveals a 
clear decrease in the reliability index as the 
beam span–overall depth ratio increases. It is 
crucial to emphasize that exceeding a beam 
span–overall depth ratio of 42 would 
compromise the safety of the beam, as 
indicated by the negative value of the reliability 
index. These findings align with the conclusions 
drawn by [16] which underscore the threat 
posed to the beam's safety by the negative 
values of the reliability indices. Hence, when the 
load ratio is 1.0 and the beam span measures 
8.5m, it can be deduced that the design is 
crucial in terms of bending, secure in deflection, 
and satisfactory in shear. Additionally, the 
probabilistic design of the doubly symmetric 
beam was executed under the bending limit 
state, considering predefined reliability indices of 
3.0 and 3.8, correspondingly. The deterministic 
values of the plastic section modulus were 
compared with the design values based on 
reliability, yielding the outcomes displayed in 
Table 2.        
It can be clearly seen from the Table, that the 
beam's deterministic and probabilistic design 
was carried out to establish the plastic section 
modulus at various load ratios, namely 0.5, 0.75, 
1.0, 1.25, 1.5, 1.75, 2.0, and 2.5. It is apparent that 
for load ratios of 0.50 and 0.75, with a target 
reliability index of 3.0, the plastic section modulus 
experiences an increase of 3.3% and 1.42% 
correspondingly.  
At load ratio of 1.0, the values of the plastic 
section modulus are almost identical. However, 
at load ratios of 1.25, 1.5, 1.75, 2.0 and 2.25, the 
readings of the plastic section modulus reduce 
by 1.13%, 3.49%, 1.23%, 1.73% and 3.83% 
respectively. This results to savings in the quantity 
of materials of I–steel beam. As the beam was 
designed for a target reliability index of 3.80 to 
reflect the consequences of failure for 50 years 
design period, the values of the plastic section 
modulus of the beam increases by 18.5% for 0.5 

load ratio, 15.6% for 0.75 load ratio, 14.2% for 1.0 
load ratio, 13.1% for 1.25 load ratio, 11.5% for 1.5 
load ratio, 11.1% for 1.75 load ratio, 11.4% for 2.0 
load ratio and 10.5% for 2.25 load ratio 
respectively.  
CONCLUSIONS 
The findings of the probabilistic evaluation of a 
doubly symmetric I–steel beam in relation to the 
limit state of bending, shear, and deflection, as 
per the design requirements outlined in [12] have 
been presented. The reliability estimates were 
obtained using a MATLAB automated program 
developed based on the First–Order Reliability 
Method. It was observed that the reliability 
indices decreased as the load ratio and beam 
span increased for the bending, shear, and 
deflection failure modes under consideration. It is 
not advisable to exceed a beam span of 8.5m 
and a load ratio of 1.0, as these values yielded 
negative safety indices.    
When the load ratio was kept constant at 1.0, 
the reliability index decreased as the beam 
span–overall depth ratio increased. A beam 
span–overall depth ratio exceeding 42 would 
compromise the safety of the beam. The analysis 
showed that the design is critical in terms of 
bending, safe in terms of deflection, and 
satisfactory in terms of shear. The probabilistic 
design results for the plastic section modulus of 
the beam in bending, targeting a reliability index 
of 3.0 and a constant load ratio of 1.0, indicated 
material savings for the I–steel beam by 
considering different beam section choices 
based on the plastic section modulus values. 
However, when the beam was designed for a 
target reliability index of 3.80 to account for 
failure consequences over a 50–year design 
period, the values of the plastic section modulus 
of the beam increased. 
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ASSEMBLY AND PACKAGING IN CORRUGATED BOXES TO ENHANCE PRODUCTIVITY 
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Abstract: This project investigates productivity linked assembly in the paper industry, with a focus on the production of corrugated cardboard boxes. The research 
encompasses the entire production process, from the sourcing of raw materials to the manufacturing and quality testing of the final product. The primary raw material for this 
industry is wood, which is currently facing a shortage due to environmental concerns. The study aims to understand how industries are managing the shortage of high–
quality, cost–effective products. It delves into packaging issues, discussing them with manufacturers, and subsequently develops constraint models to address these issues. In 
the production process, boxes of varying sizes are made to accommodate different packaging needs. These boxes undergo rigorous testing for tear strength and compression 
resistance to ensure their durability. Modifications are made during the manufacturing process, such as altering flute sizes and layering panels both vertically and horizontally, 
to enhance the box's strength. Once produced, the boxes are tested for their suitability within the industry. The study concludes by proposing measures to alleviate constraints 
faced by entrepreneurs and the food industry, such as the implementation of digitalization and the establishment of supplier agreements. 
Keywords: paper packaging, sourcing, constraints, testing, cost 
 
 
INTRODUCTION  
In the current scenario, paper is required due to 
its easy use in the manufacturing process and 
helps in paper packaging of various products 
and solves the problem of unemployment. The 
leading role of paper in mass communication 
and education is positive. On the one hand, it is 
the basic raw material of the paper packaging 
industry; On the other hand, the printed press 
needs it for advertising purposes and the industry 
invests heavily in advertising to attract the 
attention of customers and also increase 
product sales easily. Greater awareness is 
needed from consumers and the industry to fully 
appreciate this type of revolution. There is 
another segment in this paper industry.  
One of them is raw material manufacturers like 
paper mills that use pure bamboo which is 
mainly available in South India and some 
industries like Orient Paper Mills, Sandeep Paper 
Mill, Andhra Paper Mills and Star Paper Mills. In 
the production of the boxes, raw materials such 
as silicates, adhesives to attach the paper and 
threads to sew the boxes are used. These 
industries are more of a small sector covering 60–
70% of the demand in the MSME sector and 
agencies are conducting research in this area as 
new packages are introduced for adaptation. 
Due to the advanced techniques available in 
the manufacturing sector for mass production, 
the high demand is mainly in the food processing 
industry to save money and extend the shelf life 
of canned products. 
 

PROBLEM STATEMENT 
When packing materials in boxes, the tear 
strength of the paper is not tested and papers of 
different weights are used, for example from 80 
to 140 grams. The use of heavier paper weights 
affects the cost of corrugated boxes because 
the boxes can support this weight. No advanced 
techniques are used during the manufacturing 
process to increase strength, which can be 
achieved by using narrow flutes in vertical and 
horizontal gluing in smaller layers such as 3–layer, 
5–layer and 7–layer. During the corrugation 
process, flutes of different sizes need to be 
made, saving paper costs. 
By procuring the raw material in the right 
quantity, in the right quality, at the right price 
and at the right time, sales and marketing 
strategies can be planned through the use of 
production, packaging and transportation 
capacities, which is not done correctly. A case 
study of fruit packaging is carried out to reduce 
not only the product cost but also the cost of 
paper raw materials. If a corrugated box is of 
inferior quality, it may be damaged and the 
entire product stored in the box may not meet 
company standards. 
ADDITIONAL CHALLENGES IN PAPER INDUSTRY 
▓ Increase in raw material costs. In the area of 

flexible packaging, the prices for these raw 
materials have recently risen significantly. Due 
to tight supplies, prices for polypropylene, 
used in resins, bottles and packaging films, are 
also rising. 
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▓ Perishability of the contents. Flexible 
packaging companies are not only under 
pressure to innovate their offerings, but at the 
same time must ensure that their products are 
designed to protect the contents of the 
packaging from the external environment. 

▓ The industry's problems are mainly due to the 
shortage of raw materials in the country. With 
the increase in population, the use of all types 
of wood is constantly increasing. 

▓ Most industrial facilities are located in remote 
locations that rarely attract the attention of 
the younger generation. This leads to a labor 
shortage, which further impacts the industry's 
production. 

▓ The Indian paper industry is facing one of the 
most difficult phases in history due to the novel 
coronavirus (Covid–19) pandemic that has 
impacted supplies, hampered by 
unavailability of shipping containers and 
import of huge quantities of handicrafts is 
exacerbated by China importing paper from 
India. 

OBJECTIVE OF THESIS 
Given the size of the paper packaging industry in 
India, constraints on inputs, processing and 
marketing need to be removed for rapid 
development.  
Considering the above perspective, the 
objectives of the study were set as follows: 
▓ A study on the limitations of the Indian paper 

packaging industry in terms of input, 
processing and marketing. 

▓ Propose measures to eliminate constraints and 
promote industrial development. 

▓ Develop models for a potential packaging 
entrepreneur considering factory size, 
demand forecasts, cost structure, investments, 
product range and supplier 
relationships/contracts. 

Generally, flutes A and B are used (Figure 1). The 
performance of the plate depends on the type 
and direction of the flute, which depends on the 
type and weight of the item packaged. 

 
Figure 1: Flutes A and B 

Generally, the flutes (Figure 2) in the box are 
vertically oriented to ensure maximum resistance 
to insertion. A–flute is used when top–down 
compressive strength is important, such as for 

non–load–bearing products stacked high in a 
warehouse. Fragile items are also packed in Type 
A corrugated boxes. High–density products are 
best packaged in B–fluted boxes. The C–flute 
design is a compromise between A and B–flutes 
with pretty good stacking resistance and 
notable rigidity for the E–flute is used for special 
purposes and is not as common as A and C 
flutes. Double–layer and multi–layer corrugated 
cardboard (Figure 3) can combine two or more 
groove types to achieve better properties and 
performance. 

 
Figure 2: Types of Flute                            

 
Figure 3: Flutes in corrugated cardboard 

METHODOLOGY 
In this method, paper is used as a raw material 
along with glue in a machine to make 
corrugated boxes (Figure 4).  In the previous 
cases, the box produced was designed to have 
only horizontal flutes. Therefore, the resistance of 
the box was not technically increased by using 
the flutes vertically and horizontally, increasing 
the resistance by 5 or 7 layers and using different 
sizes and types for this purpose. (Figure 5).  
Applying the flute in the manufacture of the box 
not only saves cost, but also conserves the food 
product stored in the box, as the search includes 
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the guava fruit in the search and finds it in 
different patterns (Figure 6) with different 
weights, resulting in a cost–effectiveness ratio. 
Also, height of flutes and number of flutes per 
linear meter was noted (Figure 7). Various testing 
machines were used, such as burst strength 
testers, vibration machines and other machines. 

 
Figure 4: Corrugated cardboard roll             

  
Figure 5: Types of corrugated board 

 
Figure 6: Different patterns of corrugated box            

 
 Figure 7: Flute Type details 

 

RESULT ANALYSIS 
The researcher visited 30 industries, including 10 
large industries, which were asked to complete 
the questionnaire. Responses were received from 
only three sectors. The data collected from the 
completed survey is presented in the table. It is 
observed that capacity utilization is different 
across the three sectors due to delay in 
procurement of raw materials and unavailability 
of quality packages on time. The boxes were 
damaged during distribution/physical 
transportation and adequate testing was not 
performed. The corners of the boxes were 
damaged and the boxes were open due to the 
poor quality of the sewing thread used. This 
shows that technical issues are not taken into 
account. Appropriate testing machines should 
be used. 
RESEARCH FINDINGS & LIMITATIONS 
This study prioritized the main issues related to the 
objective, taking into account all factors 
affecting cost, distribution, quality and technical 
measures. Test results show that for guava 
packaging, a vertical flute height of 0.273 
resulted in a 98% improvement in breakage rate. 
This shows that packaging quality can help 
reduce guava packaging losses during 
transportation. The study suggests quality and 
improvement. 
The packaging industry in India is far behind that 
of developed countries. There is a great need for 
rapid development of the packaging industry in 
India. The need for industrial development in 
India can be fully understood if one considers 
that almost 20–25% of fresh fruits and vegetables, 
30% of animal products including dairy and meat 
products, 10–11% of cereals and 7% of the food 
produced, 10% of cement, chemical and 
industrial products are lost due to inadequate 
packaging. 
Our economy is still largely based on agriculture. 
Recognition of the need to modernize the 
agricultural industry and give further impetus to 
the agricultural sector. It is estimated that a 
strong food processing sector would help 
accelerate agricultural activities as well as 
diversification and marketing of agricultural 
products, channeling them towards increasing 
exports on the one hand and creating more 
opportunities to improve nutrition, employment 
and income generation in rural areas.  
A diverse agricultural sector with different soils 
and climates provides an increasingly broad raw 
material base suitable for the production of a 
rapidly expanding range of processed foods. 
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Rapid urbanization, increasing numbers of 
working women and increasing per capita 
income have contributed to rapid growth and 
changing demand patterns. India offers huge 
investment and growth opportunities in the 
processed food sector. 
CONCLUSION & RECOMMENDATION 
After passing the tests, you need to pay special 
attention to the technical aspects and use the 
right raw material, such as: when sewing, if the 
thread is not of required quality, it will destroy the 
item packed in the box. During packaging and 
testing, it was found that the corners of the 
packed boxes were damaged by non–technical 
activities. It is therefore recommended to carry 
out proper planning before starting production. It 
has been observed that the entire process is 
carried out on mechanically operated 
machines. Therefore, efficiency is interrelated 
during the production process in the paper 
industry. 
Further analysis of paper availability is needed as 
it impacts costs and destroying more trees 
creates problems for the paper industry. The 
availability of raw materials is currently at risk. 
Therefore, it is necessary to protect the 
environment in order to increase the production 
of food and reduce the cost of the production 
process. Therefore, more research is needed to 
save the country revenue. Because currently this 
sector plays an important role in creating jobs for 
people and, according to literature analysis, can 
generate good incomes. 
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ANALYSIS OF THE IMPACT OF QUALITY COSTS IN THE MANUFACTURING PROCESSES 
OF ROMANIAN COMPANIES 
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Abstract: The main purpose of the research is to provide a deep understanding of the costs of quality and to propose practical solutions for improving the performance and 
efficiency of the manufacturing processes of Romanian companies. This aims to increase market competitiveness and improve financial results through effective quality 
management. Starting from a specific condition in SMEs from Romania, the pattern presents an operational structure specialized in quality monitoring, traceability and 
statistical control, based on integrated module in general software. Data is collected and monitored in real time and the system ensures quality compliance at all stages of 
production. Through its modern functionalities blockages are eliminated, waste of time is avoided, materials and money are saved, and, finally, it strengthens the business 
partnerships and the company’s position in the market. Results regarding particular implementation are preserved. Using data is collected and monitored in real time and the 
system ensures quality compliance at all stages of production. 
Keywords: Quality Monitoring, Integrated software, SME, quality continuous improvements, PCB Production 
 
 
INTRODUCTION 
The paper focuses on evaluating and 
understanding how the costs associated with 
quality influence the performance and 
efficiency of production processes in Romanian 
companies. This involves a detailed analysis of 
quality costs, which include prevention costs, 
evaluation costs, internal defect costs, and 
external defect costs. The objectives are 
represented by: 
 identifying the types of quality costs,  
 assessing the impact of quality costs, 

respectively  
 determining the relationship between quality 

costs and organizational performance.  
The main purpose of the research is to provide a 
deep understanding of the costs of quality and 
to propose practical solutions for improving the 
performance and efficiency of the 
manufacturing processes of Romanian 
companies. This aims to increase market 
competitiveness and improve financial results 
through effective quality management.  
At the present time, research on the impact of 
quality costs in the manufacturing processes of 
Romanian companies is in a variable stage of 
development in Academic Studies. There are 
various academic studies and doctoral theses 
that explore the topic of quality costs in the 
context of Romanian industry, most of them 
focusing on theoretical aspects and case 
studies. 
 
 

MATHERIALS AND METHODS 
The structure of the quality cell depends on the 
size and nature of the enterprise. In small 
companies, this is often reduced to one person, 
while in companies with more than 200 
employees, quality management is done by a 
team whose staff is on average 1% of the total 
employees. In companies with thousands of 
employees, we often find a central department 
and quality departments with the following 
structure: product design; supply chain; 
production; after sale; administration.[1] 
Improving quality means, among other things, 
making less faulty products with same amount of 
effort or cost, which usually gives a lower unit 
cost.[2] 
According to standards ISO 9000 – 20000, the 
quality costs represent the costs that are made in 
order to achieve the targeted quality, ensuring 
the customer’s trust and assuming the losses 
when the targeted level of quality is not reached  
Quality tools are essential for ensuring and 
continually improving quality within any 
organization. These tools help identify problems, 
analyze causes, and implement solutions. Here is 
an overview of the most common and essential 
quality tools: 
 Ishikawa Diagrams (Cause–and–Effect 

Diagrams or Fishbone Diagrams): These 
diagrams are used to identify and visualize 
possible causes of a specific effect or 
problem. They help organize and systematize 
ideas, making it easier to identify root causes. 
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 Flowcharts: Flowcharts are used to graphically 
represent a process. They help in 
understanding the steps of a process and 
identifying potential points for improvement. 

 Pareto Chart: A Pareto chart is a graphical 
representation that shows the most significant 
factors in a data set. It is based on the Pareto 
Principle (80/20 rule), which states that 80% of 
problems are often due to 20% of causes. This 
helps prioritize issues to address the most 
impactful ones first. 

 Control Charts: Control charts are used to 
monitor processes over time and identify any 
variations from the standard. They help in 
distinguishing between common cause 
variations and special cause variations, 
facilitating process control and improvement. 

RESULTS AND DISCUSSION  
In terms of the number of employees, in 2024 it 
remained approximately the same as in 2023 in 
almost two thirds of companies (67.84%), the 
share of companies that recorded slight 
increases in the number of employees 
compared to the previous year was of 17.42%, 
and the share of companies that registered a 
slight decrease was 6.74% 

 
Figure 1. Physical volume of sales 

Physical volume of sales represents the actual 
amount of products sold in a specific period, 
measured in physical units (eg kilograms, liters, 
pieces, etc.), in contrast to the value of sales, 
which is measured in units monetary. 

 
Figure 2. No. of employees 

The export analysis shows that 62.5% of the 
companies registered exports approximately 
equal to those of the previous period, and only 
20.54% of them had slight increases. 

 
Figure 3. Export analysis 

The evolution of the profit size shows that 39.66% 
of the companies registered stagnation 
regarding this indicator, and 34.88% of the 
companies had a slight tendency to increase 
the size of the profit.[3] 

 
Figure 4. Profit size 

A key element that has significantly contributed 
to economic growth in recent years is the ability 
of Romanian companies to adopt and use a 
management capable of responding quickly to 
complex environmental challenges, in terms of 
flexibility and adaptability. In 2023, the capacity 
of the company’s management to cope with 
the environment and the complex economic 
situation in Romania was appreciated as being 
of average level within SMEs. Thus, a directly 
proportional link can be seen between the size 
of the enterprise and its ability to adapt to 
current economic challenges. Thus, only 11.87% 
of respondents consider this capacity as high, 
45.29% consider this capacity as medium or low 
(22.24%).[4] 
Since 1987, when the ISO 9000–9004 series 
appeared, the concept of quality policy has 
been classified along with the evolutions they 
have had in managerial theory. The policy of a 
company, including the quality policy, is in 
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connection with the strategic management of 
the organization, an aspect emphasized by Igor 
Ansoff since 1976.[5] 

 
Figure 5. Management`s ability to respond to challenges in 2023 

Strategic management is defined as a 
systematic approach that aims to substantiate 
and achieve the company’s objectives. The 
rationale for strategic leadership answers the 
questions WHERE you want to go, WHAT is the 
reason for being, WHAT it aims to be, HOW it will 
be achieved. The structuring of the managerial 
philosophy (including quality) is done according 
to the answers it must give in vision, mission, 
policy and strategy.[6] 
The solution proposed: The main software used is SAP, 
in which we included our modulated program, 
represented by a database.  

 Figure 6. Evolution chart of PPM customers  
In order to gain the competitive advantage, the 
most important component of the strategy, 
companies must pay attention to the strategic 
objectives and options that must be based on 
diagnosis, market research and the 
subordination of national strategies. 
The development of a managerial strategy, 
including the philosophy of quality, requires 
outlining a vision of the future state of the system. 
To run a business, you need both an overview 
and a vision of quality 
Although all these programs are powerful, we 
considered it a challenge to create a program 

module focused exclusively on quality and that 
integrates perfectly with the main software. 
CONCLUSIONS 
After implementing this software, we noted the 
first improvements: Research shows that effective 
quality cost management has a significant 
impact on the operational and financial 
performance of firms. Quality costs, if well 
managed, can significantly reduce losses and 
improve firms’ competitiveness in the global 
market. 
As proposals we highlight: 
 Continuous Research: Promoting continuous 

research in the field of quality costs to 
develop new and more effective 
management methods. This research should 
include case studies from various industries to 
provide a complete picture. 

 Government Policies: Authorities should 
support quality management initiatives 
through incentive and funding policies, 
encouraging companies to invest in quality. 

 Knowledge Sharing Platforms: Creating 
national platforms for sharing knowledge and 
experiences in the field of quality, where firms 
can learn from each other and implement 
best practices. 

Studies show that an appropriate balance 
between the costs of prevention, evaluation and 
defects is essential. Investing in prevention and 
assessment is more effective in the long term 
than managing defects, both internal and 
external 
Companies that invest in quality and improve 
manufacturing processes not only reduce the 
cost of defects, but also benefit from a better 
reputation and increased customer loyalty. 
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COST OPTIMIZATION OF A DOUBLY REINFORCED CONCRETE BEAM 
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Abstract: In this research, the cost optimization of a simply supported doubly reinforced concrete beam with uniformly distributed load was performed under constraints 
from Eurocode 2. This research presents a relationship between the components of the reinforced concrete beam, its resultant manufacturing costs and the optimization 
model developed to minimize such costs. This relationship was constrained geometrically by real life estimates and behaviourally by conventions defined in Eurocode 2. Whilst 
the cost optimization procedure was carried out using Microsoft Excel, results from further analysis showed a direct relationship between the span, optimized costs and 
original costs. The relationship observed for the concrete class however, showed that an increase in the grade of concrete led to a decrease in the optimized and original costs. 
Keywords: cost optimization, doubly reinforced concrete beam, Eurocode 2, optimization, real life estimates 
 
 
INTRODUCTION 
Reinforced concrete (RC), is one of the most 
commonly used materials for the construction of 
the built environment, and with that, reinforced 
concrete beams are one of the most ubiquitous 
structural element present in everyday life as 
every structure experiences flexure due to a 
combination of permanent (dead) and variable 
(live) loads. However, despite their common 
presence, very few of them are designed with 
the cost of their construction being put among 
top considerations.  
The conventional design process of reinforced 
concrete members does not take into account 
the cost of the structural element. Usually a trial 
and error process is applied given that structural 
design is an iterative process. The first step in the 
design process is usually the making of the initial 
design, after which the designer makes an 
overall guess about the possible optimum 
solution consistent with his or her experience, 
knowledge, constraints, and requirements. The 
analysis of the structure is then carried out using 
initial design. Based on the results of the analysis, 
a re–design of the structure is carried out if any of 
the constraints is not satisfied. The efficiency of 
the design process depends heavily on the 
quality of the initial guess, which, if good, will 
reduce the number of analysis–design cycles. In 
the real–life design of the structures, it is 
inevitable to take into account the cost of the 
beams at some point when the structure is to be 
constructed.  There is an absence of cost 
consideration when designing the structural 
element.   
Related concepts to the focus of this research 
have been explored in previous literature. As 

seen in Ildiko, et al., (2010), which used the 
nonlinear programming approach (NLP) to 
optimize RC beams of rectangular cross–section. 
The objective function of the beam's 
construction costs was derived, including 
material and labor cost items. However, the 
paper did not provide a comprehensive 
account of how the optimization was carried out 
on the objective function with respect to the 
derived constraints.  
Khaled, et al., (2004), which used STAAD III to 
design safe cross sections and Microsoft Excel to 
calculate steel and concrete quantities. A 
sensitivity analysis was also performed on the 
model. 
Bhalchandra and Adsul (2012) conducted a cost 
optimized design of doubly reinforced beams 
with uniformly distributed and concentrated 
load. The results showed that the Genetic 
Algorithm technique generated a cost less than 
the GRG and Interior Point optimization 
techniques. 
Galeb (2018) focused on achieving optimization 
objectives through simulated annealing, which 
mimics the thermal annealing of heating solids 
critically. When the temperature is reduced, the 
atoms tend to be ordered and form crystals with 
the minimum possible internal energy. This implies 
that the optimum cost of the beam always takes 
the minimum bounds of the specified constraints.  
Antunes (2017) focused on optimizing shell 
structures using Building Information Modelling 
software. The heuristic used evaluates the 
possible solutions and selects the most suitable 
solutions. BIM allows for full integration between 
design and fabrication processes, as well as the 
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ability to store and manipulate multiple layers of 
object–oriented information. 
The research by Salim, et al., (2018) 
demonstrates the cost minimization of both singly 
and doubly reinforced concrete rectangular 
beam sections through the use of the Artificial 
Neural Networks Application. The derivation of 
cost coefficients for concrete and steel was not 
discussed. 
With the background of the research and its 
literature explored, the scope of the research 
work is limited to the design of the beam with 
Eurocode 2 and optimizing it with an algorithm 
applied via an Excel spreadsheet and the 
thorough testing of the model.  
The design of a doubly reinforced concrete 
beam with Eurocode 2 at ultimate limit state, 
with constraints placed by the code was the 
chosen approach. There was a mathematical 
modelling of the structure as a cost optimization 
problem. Microsoft Excel was used to run the 
numerical process to optimize the modelled 
cost.  
The cost model was developed with a 
consideration of materials alone regardless of 
labour involved. An evaluation of the cost 
optimization procedure of the structure was 
limited with respect to an increasing span and 
various concrete classes. 
As described earlier, cost considerations are 
often lacking when designing structural elements 
such as in this case, a doubly reinforced beam. 
In addition, most optimization methods tend to 
be only applied in concrete design and mixture 
proportions, with most of these methods not 
considering the costs of plain concrete, 
reinforcement and formwork costs as functions. 
These actions often have consequences later on 
in the life cycle of the project, as unforeseen 
changes can wield considerable influence over 
the cost of constructing the structural element. 
However, a great influence on cost can be 
achieved at the initial phases of the life cycle of 
the project. 
In this paper, the cost optimization of a doubly 
reinforced concrete beam is carried out using 
the moment constraint of Eurocode 2 (2004).   
MATERIALS AND METHODS 
▓ Materials 
Eurocode 2 (2004) was used to develop a 
mathematical representation of a concrete 
structure. An Excel spreadsheet was used to set 
up the model and the optimization process was 
executed using Excel's Solver Tool. 
 

▓ Methods 
 Development of the Objective Function 
The total cost of constructing the doubly RC 
beam, is the sum of material costs required for 
the fabrication of certain constituents and 
construction of the entire member (Ildiko, et al., 
2010). Figure 1 shows the cross–section of a 
doubly reinforced concrete beam. 

 
Figure 1: Section of a doubly reinforced concrete beam. 

The objective function was derived as follows: 
Total Cost (CT) =  cc��bh −  (Asc + Ast)�  × L × uc� +

 cs[Asc  + Ast] + cf[b + 2h]             (1) 
where: 
CT = Total cost of manufacturing the singly 
reinforced concrete beam. 
cc = Cost coefficient of concrete in cost per 
mass (naira per kg). 
cs = Cost coefficient of reinforcement steel, in 
cost per cross–sectional area (naira per mm²). 
cf = Cost coefficient of formwork, in cost per 
length (naira per m). 
b = Width of the beam (mm). 
h = Height of the beam (mm). 
d = Effective depth of tension reinforcement bar 
(mm). 
dI = Effective depth of compression 
reinforcement bar (mm). 
Ast = Total area of tension reinforcement steel 
(mm2). 
Asc = Total area of compression reinforcement 
steel (mm2). 
L = Length of the beam (m). 
uc = Unit weight of concrete (kg/m3).  
 Design Constraints 
The stress–strain diagram for the doubly 
reinforced concrete section is shown in Figure 2. 
The constraints developed included the 
behavioural constraints and geometric 
constraints. Given the nature of the structure, 
flexural constraints were the focus of the design 
constraints. The geometric constraints were 
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developed from realistic values of doubly 
reinforced beams in use. 

 
Figure 2: A doubly reinforced concrete section with strain diagram  

and stress block. 
Behavioural constraints: 

Mbal  ≤ M ≤  MR      (2) 
K > 0.167   (3) 
x
d

< 0.45   (4) 
Geometric constraints: 

dI

d
 ≤ 0.171       (5) 

150 ≤  b ≤ 350        (6) 
400 ≤ h ≤ 700        (7) 

1500 ≤  Ast  ≤ 2500            (8) 
300 ≤  Asc  ≤ 800          (9) 

▓ Optimization Model Formulation 
With the objective function, constraints and the 
required input parameters defined, the model 
was summarized in the following mathematical 
format: 

Minimize: Total Cost, CT =  cc��bh −  (Asc +  Ast)�  ×
L × uc�+  cs[Asc  +  Ast] +  cf[b + 2h]      (10) 

Subject to:   
Mbal  ≤ M ≤  MR   (11) 

 K > 0.167           (12) 
x
d

< 0.45         (13) 
dI

d
 ≤ 0.171         (14) 

150 ≤  b ≤ 350  ( 15) 
400 ≤ h ≤ 700  (16) 
1500 ≤  Ast  ≤ 2500  (17) 

300 ≤  Asc  ≤ 800   (18) 
To find:  

X = [X1X2X3X4]T 
where:   
b =  X1  
h =  X2  
Ast =  X3  
Asc =  X4  
The optimized values of the aforementioned 
design variables are obtained by optimization.   
▓ Optimization Process 
The mathematical expressions described above 
for the model was replicated in Microsoft Excel 

using a spreadsheet. This was then optimized 
with Excel’s Solver Tool, after which the required 
results were recorded. 
▓ Development of the Excel Spreadsheet 
The objective function, input parameters, design 
parameters, computed values, constraints and 
their aforementioned formulas were 
appropriately placed in the Excel spreadsheet 
shown in Figure 3, with the corresponding Solver 
dialogue box in Figure 4. 

 
Figure 3: Excel spreadsheet developed to perform cost optimization on a doubly 

reinforced concrete beam to Eurocode 2. 

 
Figure 4: Excel Solver dialogue box with the model’s objective function, design 

variables and constraints in place. 
▓ Generation of Results 
After using the Solver dialogue box to solve the 
optimization model, the values in the cells 
containing the design variables were changed 
due to the success of the operation.  This also led 
to a corresponding change in the cost of the 
beam. The previous values of both the objective 
function and design variables are recorded, as 
well as the corresponding values after the 
optimization process has been completed.  
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RESULTS AND DISCUSSION 
▓ Design Example  
A selected beam of known dimensions was 
setup in the model for cost optimization. The 
relevant input parameters utilized for this are 
shown in the table below. 

Table 1: Input Parameters for the case study used for the design example. 
Input Parameters Values 

Span of the beam c/c (m) 5 
Maximum Moment, Mmax, (kNm): 443 

Characteristic strength of concrete, fck (Nmm–2) 25 
Characteristic strength of steel, fyk, (Nmm–2) 500 

Concrete cover, c (mm): 25 
Depth of tensile reinforcement, d (mm): 510 

Depth of compressive reinforcement, dI, (mm): 50 
Unit weight of concrete (kgm–3): 2406.53 

Cost coefficient of concrete, cc, (Naira per kg) 12.914 
Cost coefficient of steel, cs, (Naira per mm2) 27.733 

Cost coefficient of formwork, cf, (Naira per m) 218.723 
 

Upon the execution of the optimization 
procedure, the new values for the design 
variables and cost objective function were 
observed and recorded as is shown in Table 2.   

Table 2: Results from the cost optimization of the design example. 
Design Variables Original Values Optimal Values  

h 560 673.031 
b 280 264.965 

Asc 694.368 434.844 
Ast 2365.773 2075.482 

Objective Function Original Cost Optimal Cost Gain (%) 
CT 109063.915 97292.96 10.793 

 

The original cost is decreased by 10.793 % of its 
value. This is the cost savings due to the cost 
optimization of the selected beam under the 
preassigned parameters. A reduction all the 
values of the design variables except for the 
overall beam depth which was increased from 
560 mm to 673.031 mm was also observed. 
▓ Effect of Span Length on Cost Optimization of 

the Model 
An evaluation of the relationship between the 
span length and the resulting original cost and 
optimal costs under cost optimization was 
performed on the model. Keeping loading 
conditions constant and increasing the span of 
the beam, the resulting effects of the cost 
optimization was observed and recorded. 
The span increase was directly proportional to 
the increase in the original and optimized costs 
as seen in Figure 5, even though the optimized 
costs closely matched the direction and slope of 
the original costs.  
The gains from cost optimization with respect to 
increasing span lengths however were very 
minute, as seen in the trend line generated in 

Figure 6. The gains ranged from 0.264% at 1 m 
span to 0.210% at 10 m, with the highest gains 
being at 3 m with 0.229% and the lowest at 5 m 
with 0.176% gain. 

 
Figure 5: Graph of costs against span under cost optimization. 

Figure 6: Graph of gain (%) against span under cost optimization. 
▓ Effect of Concrete Grade on Cost Optimization 

of the Model 
The identical procedure carried out in the 
previous section was repeated for various 
concrete classes. The characteristic strength 
values of these classes (fck) is a parameter that 
influences the costs of the structure and is unique 
and representative of each class. 

 
Figure 7: Graph of costs against characteristic concrete strengths under cost 

optimization 
Increase in the characteristic strength of 
concrete (which implies the use of a different 
grade or class of concrete for design or 
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manufacture) led to a steady decline in the both 
the original cost and optimized cost, as seen in 
Figure 7. The gain (%) however, shown in Figure 8, 
due to increase in the characteristic concrete 
strength of the concrete classes decreased 
initially before increasing to 28.68%, after which it 
steadily declined to 18.345% for the concrete 
class of 50/60. 

 
Figure 8: Graph of gain (%) against characteristic concrete strengths under cost 

optimization. 
CONCLUSION 
Based on the results obtained from this study, the 
following conclusions can be drawn: 
 The height of the beam was increased in the 

case study whilst all other design variables 
were decreased on the execution of the cost 
optimization process. The height increased 
from 560 mm to approximately 673.0311 mm. 

  Increase in the span of the member led to an 
increase in the original costs, as well as the 
optimized costs, even though the latter were 
smaller than the former. 

 The gains from cost optimization with respect 
to increasing span lengths however were very 
minute. The gains ranged from 0.264% at 1 m 
span to 0.210% at 10 m, with the highest gains 
being at 3 m with 0.229% and the lowest at 5 
m with 0.176% gain. 

 The minute values of gain indicated that there 
were no additional gains derived by 
increasing the span of the beam whilst under 
cost optimization. 

 Increase in the concrete class led to a 
decrease in the original and optimized costs 
of the beam. The decline in the values of the 
optimized costs however was observed to be 
slower and there could possibly be a scenario 
where a high enough concrete class would 
receive no benefit from the developed 
model’s cost optimization. 

 The gain (%) due to increase in the 
characteristic concrete strength of the 
concrete classes decreased initially before 

increasing to 28.68%, after which it steadily 
declined to 18.345% for the concrete class of 
50/60. 
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Abstract: In today’s world, technology is omnipresent. In many areas of human life, people use some kind of new technology. From smartphones that people use every day 
to intelligent systems built into the cars. Accordingly, many technologies are also used in homes. Some of these include smart thermostats, appliances, lighting and various 
voice assistants. In some cases, all of that is implemented as one system. In this paper, some methods that can be used for security purposes in homes and other buildings 
have been analyzed and studied. The methods mentioned in this case form an intelligent security system based on deep learning. The described example of a security system 
can be used for both access to the house and access to the outside of the house. In this case, the methods of gait recognition, face recognition and vehicle recognition, i.e., cars 
recognition, were used and analyzed. Accordingly, three deep learning models were developed and described for the gait, face and vehicle recognition. The analysis, the 
defined settings and the results obtained in relation to the developed models were also described. 
Keywords: Intelligent security system, deep learning, gait recognition, face recognition, vehicle recognition 
 
 
INTRODUCTION  
The use of new technology is inevitable in many 
areas of human life. Technology is advancing 
every day, so its use will be even more present in 
the future. If we take a period of just the last 30 
years as a reference, we should notice many 
advances in technology. One example of this is 
the smartphone, what people use on a daily 
basis for many tasks. From basic texting in e–mail 
correspondence to the use of advanced 
artificial intelligence tools for translations, image 
creating and editing, etc. Another interesting 
example is modern car that is equipped with 
different types of technologies that support the 
driver while driving, such as modern advanced 
driver assistance systems (ADAS) or systems for 
autonomous driving. 
Based on the above, even modern houses are 
not immune to new technology. Modern homes 
contain various elements such as smart 
thermostats, heating, ventilation and air 
conditioning systems (HVAC), appliances, 
lighting, various voice assistants, etc. In some 
cases, this is all combined in one system. The 
security aspect is also crucial for any modern 
home. Different identification methods can be 
used to achieve different levels of security in 
home access. For example, to enter the house, 
people can enter different combinations of 
numbers (Personal Identification Number, PIN) or 
use more advanced methods such as voice or 
speech recognition, face recognition, etc. The 
methods mentioned are usually based on 

certain characteristics, i.e., extracted features, of 
the human body such as fingerprint, palm, face, 
voice or speech, eye elements (retina or iris), 
gait, etc. 
This paper is primarily concerned with the aspect 
of security required for access and entering the 
house and house yard. In other words, for access 
and entering the interior and exterior of the 
property, house or building. Three methods are 
proposed and used for this purpose. Two of the 
methods are used for person identification, gait 
recognition and face recognition. Gait and face 
recognition are intended for access and 
entering all parts of the property, both indoors 
and outdoors, for the persons. The third method 
is used to recognize vehicles, in this case cars. 
The mentioned vehicle recognition is intended 
for access and entering the yard from the street 
and access and entering the garage. 
Accordingly, three deep learning models were 
developed and described in this paper. In 
connection with the developed models, the 
analysis, the defined settings and the obtained 
results were described.  
The paper is structured as follows. After the 
introductory section, the second section 
describes an example of an intelligent security 
system for houses and buildings. The architecture 
of the models, the defined settings and the 
datasets used are described in the third section. 
The fourth section describes the results obtained 
in relation to the models and datasets used. 
Concluding remarks are made at the end. 
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EXAMPLE OF AN INTELLIGENT SECURITY SYSTEM 
FOR HOUSES 
An intelligent security system can be realized 
with different methods and technologies. In this 
paper, the intelligent security system is based on 
the deep learning approach. The system is 
based on two known methods for person 
identification, face and gait recognition, as well 
as method for vehicle recognition. The two 
mentioned methods for people recognition are 
intended for the identification of persons 
entering all parts of the property, both indoors 
and outdoors. In other words, gait and face 
recognition are used when entering the house, 
garage or yard from the street. The vehicle 
recognition is used when a car enters the yard 
from the street or enters the garage.  An 
example of scheme of a house and adjoining 
yard with an intelligent security system is shown in 
Figure 1. 
Figure 1 shows an example of a plot of land 
(property) on which the house (H), garage (G) 
and yard (Y) are located with associated 
security elements (cameras). In this example, 
there are five RGB (Red, Green, Blue) cameras to 
monitor the entire property. Different cameras 
with different ranges can be used in this context. 
RGB–D sensors (Red, Green, Blue – Depth) can 
also be used. The use of a particular type of 
camera depends on the methods to be 
implemented. In other words, if a method 
requires depth images, for example, it is 
necessary to install an RGB–D sensor. In this 
example, methods intended for identification 
use RGB images, so it is sufficient to install RGB 
cameras.  
The cameras are located at the main entrances 
to the house, garage and yard. The cameras are 
labeled C1, C2, C3, C4 and C5. The cameras are 
used to detect persons and cars and capture 
images of anyone attempting to enter the 
house, garage and yard. To gain access to the 
yard, a person or vehicle must be detected by 
the camera C1 located at the main entrance. 
That means that images should be taken for a 
person or vehicle. The taken images are used in 
all used methods, gait, face and vehicle 
recognition. In this part, all mentioned methods 
should be implemented. The person should be 
identified by gait or face recognition methods, 
while the vehicle should be identified based on 
vehicle recognition method. If a person or 
vehicle is positively identified, they can enter the 
yard from the street.  

 
Figure 1. An example of scheme of a house and adjoining yard 

 with an intelligent security system 
In addition, persons can enter the property via 
the side entrance (auxiliary entrance), which is 
monitored by camera C2. This means that 
persons who want to gain access to the yard 
from that side must be detected by camera C2. 
In this case, images should also be taken for a 
person, as in the case of the main entrance and 
camera C1. The only difference in this case is 
that the side entrance is only intended for 
people. This means that gait and face 
recognition should be implemented so that 
persons can be detected and identified, to 
enable access and entrance. 
To enter the house, persons should use one of 
two entrants monitored by cameras C3 and C4 
and must be detected with cameras C3 and C4. 
In this example, camera C4 is located at the 
main entrance of the house, while camera C3 is 
located at the side entrance. Gait and face 
recognition methods should be implemented in 
this case.  
Camera C5 is used to access and enter the 
garage. To enter the garage, all methods should 
be implemented as in the case of access to the 
main entrance to the property.  
If, for example, a certain person wants to enter 
the house through the main entrance, this 
person should be detected by the camera C4. 
When the person is detected, the identification 
process begins. The persons can be identified by 
their gait or their face. Gait recognition is suitable 
for identification purposes at a greater distance. 
If the person approaches the main entrance 
from a greater distance, it will be identified by 
their gait, as this method requires more steps to 
identify the person. In the event of a positive 
identification, the door at the main entrance is 
unlocked. If for some reason the person is not 
identified by the gait, identification is done by 
the face. Over 90 percent should be the 
confidence in the identification of a certain 
person or vehicle to gain access to the house or 
yard. The default identification method for 
longer distances is gait recognition, while face 
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recognition is used for shorter distances. If, for 
any reason, gait recognition is unable to identify 
a certain person, face recognition begins.  
A Gait Energy Image (GEI) [5] was used as a 
method for gait recognition. GEI is an image 
containing the silhouettes of a person during a 
gait cycle, where mentioned silhouettes are 
normalized, aligned and temporally averaged 
[5]. Examples of the GEI images from Casia 
Dataset B [22][23][12] are shown in Figure 2. 

 

 

 
Figure 2. Examples of GEI images (Casia Dataset B) [22][23][12] 

Approaches to gait recognition [14] can 
generally be divided into two categories, those 
based on appearance and those based on 
models. In appearance–based approaches, 
silhouettes of the individuals are usually the basis 
for the methods presented. In model–based 
approaches, a model serves as the basis for the 
methods presented. The mentioned model is 
based on some human body characteristics 
such as the length of the legs or arms etc. Some 
interesting works on gait recognition can be 
found in [1,3,4,6,7,10,13,15–20]. 
In addition to gait recognition, face recognition 
is also an interesting method for identifying 
people. It is a method that is widely used today. 

This type of method is usually used for smaller 
distances, but can also be used at a greater 
distance similar as for gait recognition. This is 
possible because today there are various 
cameras with a long range, so that face images 
can be taken from a greater distance and 
people can be identified. Compared to gait 
recognition, face recognition does not require as 
many steps, making it quicker and easier to 
implement in this context. Some interesting 
elements related to face recognition can be 
found in [2].  
In general, an identification system can be 
roughly divided into two parts. One part is the 
identification part and the other is the database 
(dataset) creation part. In the database 
creation part, the images for each person and 
vehicle are captured and stored (image 
acquisition). The identification part involves 
capturing a new image of a certain person or 
vehicle and comparing it with the images stored 
in the database. In this context, features can be 
extracted from the images and then the features 
form the database. 
With the rapid development of artificial 
intelligence and easier access to the tools and 
platforms for developing machine or deep 
learning models, the identification process is now 
usually carried out using machine and deep 
learning approaches. In this context, a model 
should be developed to identify individuals and 
vehicles and a database should be created, i.e., 
images should be captured for each person and 
vehicle (image acquisition). The database is 
used to train and validate the model. To identify 
a specific person or vehicle, a new image of the 
person or vehicle must be captured and 
transferred to the developed model. For the 
methods used in this paper, this is shown in the 
Figure 3. 

 
Figure 3. Identification methods based on deep learning 
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Figure 3 shows how each of the models was 
developed. In other words, Figure 3 shows the 
steps required to develop each model. In the 
case of gait recognition, it is necessary to 
capture images for each person while walking, 
i.e. in gait, and then perform image processing. 
After that, the silhouettes of a person should be 
extracted from the images, processed, and then 
GEI images should be created. When GEI images 
have been created for each person, the 
database was created. Then, a model for gait 
recognition should be developed, trained and 
validated on GEI images. The same process 
takes place for face and vehicle recognition. 
The only difference is that in the case of gait 
recognition, the silhouettes must be extracted 
from the images and then the GEI images have 
to be created. In the case of face and vehicle 
recognition, it is sufficient to capture images of 
faces and vehicles, respectively. The above text 
describes the process of database creation and 
model development for each of the methods. 
During identification, a new image of a person 
must be taken and passed to the model so that 
the person can be identified.  
MODEL ARCHITECTURE, SETTINGS AND DATASETS 
USED 
A total of three models were developed, as 
already mentioned in the text. One model for 
each of the methods used, i.e., for gait, face 
and vehicle recognition. The TensorFlow [21] 
platform was used for model development 
together with Keras [8]. From Keras, the Keras 
Sequential model was used. All three models 
consist of a preprocessing layer, convolution 
layers, pooling layers, reshaping layer, core 
layers and regularization layer (in models for face 
and vehicle recognition). Three datasets were 
used in the development of the models. In the 
case of gait recognition, the Casia Dataset B 
[22][23][12] was used. The Facial Images: 
Faces95 [11] dataset was used for the face 
recognition model. A separate own dataset with 
10 classes, i.e., images for ten different cars, was 
used for vehicle recognition.  
Casia Dataset B, a well–known gait dataset, 
consists of the images of 124 subjects recorded 
from 11 views. The subjects in Casia Dataset B 
have a normal gait or have clothing and 
carrying condition changes. It should be noted 
that silhouette images and GEI images are also 
available in Casia Dataset B. These images are 
especially suitable for research and methods 
based on appearance–based approaches. The 
Facial Images: Faces95, face dataset, contains 

images of faces of 72 subjects with a resolution 
of 180 x 200, where the background is a red 
curtain. Own dataset contains the images of the 
cars taken from different angles, taking into 
account all sides of the cars. The images are 
high–resolution.  
From the Casia Dataset B and the Faces95 
dataset, 20 subjects (20 classes) were randomly 
selected and used for the training and validation 
process of the developed models. On the other 
hand, all 10 vehicle classes were used from our 
own dataset for vehicle recognition. All GEI 
images from the Casia Dataset B were used for 
each subject, taking into account all views and 
all conditions such as normal gait, clothing and 
carrying condition changes. A total of 2200 GEI 
images were used, 110 GEI images for each 
subject. In the training and validation process, 
the images were divided so that 80 percent 
were used for training and 20 percent for 
validation, for all three models. This means that of 
this number of GEI images, 1760 images were 
used for training and 440 images for validation.  
In the case of the Faces95 dataset, 20 face 
images were used for each subject. A total of 
400 images, with 320 images used for training 
and 80 images for validation. For vehicles, 80 
images per class were used, making a total of 
800 images. Of this number of images, 640 
images were used for training and 160 images for 
validation. Data augmentation was also 
performed for the Faces95 and own vehicle 
datasets to increase the diversity of the training 
set. Further training options are 20 epochs and 
the Adaptive Moment Estimation Optimizer 
(Adam) [9] was used.  
RESULTS AND DISCUSSION 
After analyzing the developed deep learning 
models for gait, face and vehicle recognition, 
the following results were obtained. In the case 
of the model for gait recognition, the validation 
accuracy for the defined settings and the 
dataset used, as described in the previous 
section, was 99,32%. The face recognition model 
had a validation accuracy of 98,75%. In contrast, 
the model for vehicle recognition had a 
validation accuracy of 100%. The results 
obtained can be seen in Figure 4 and Table 1.  

Table 1. Validation Accuracy for Developed Models 
Developed Model for Method Dataset Validation Accuracy 

Gait Recognition Casia Dataset B 99,32% 

Face Recognition 
The Facial Images: 

Faces95 98,75% 

Vehicle Recognition Own Dataset 100% 
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Figure 4. Validation Accuracy for Developed Models 

As is shown in Table 1 and Figure 4, all three 
developed models for gait, face and vehicle 
recognition achieved high results in terms of 
accuracy, what is above 98% in all three cases. 
That means that all three methods are interesting 
and promising for use in various security systems. 
Figure 5 shows the training and validation 
accuracy for all three developed models. The 
left side of the image represents the training and 
validation accuracy for the model for gait 
recognition, the middle part of the image for the 
model for face recognition and the right side of 
the image for the model for vehicle recognition. 

 
Figure 5. Training and validation accuracy for developed models (left – gait recognition, 

middle – face recognition, right – vehicle recognition)  
As can be seen from the previous text on the 
models developed and the results presented, all 
three methods are promising for use in various 
security systems and applications. The models 
developed for the methods provided good 
results in all three cases. Although a relatively 
small number of classes were used in all three 
cases (20 for gait recognition, 20 for face 
recognition and 10 for vehicle recognition), the 
obtained results are very promising. To support 
this, the models for gait and face recognition 
were also trained and validated with a larger 
number of classes from datasets used, using 50 
randomly selected subjects in both cases. The 
obtained results in terms of accuracy were also 
high, exceeding 95% in both cases. In the case 

of gait recognition, different GEI images were 
also used. This means that the model was trained 
and validated only with GEI images taken at 0 
degrees and with images taken at 90 degrees.  
It should also be noted that gait recognition 
methods such as GEI require more steps to 
identify a person. This means that RGB images of 
a person must first be captured during a gait 
cycle, after which the person's silhouettes must 
be extracted and then GEI images are created. 
This is a challenging task that must be performed 
in real–time, as the person can quickly disappear 
from the camera’s field of view. In the case of 
face recognition, this is easier as only the face 
images should be captured. The advantage of 
gait recognition methods is that a person can be 
identified over a greater distance and without 
the person knowing that the identification 
process is underway.  The face recognition is 
used for smaller distances and is faster. But, a 
potential problem and disadvantage of face 
recognition can be changes to a person’s face, 
such as a beard, glasses, wearing a hat, etc. All 
this should be taken into account when 
preparing a dataset for the development of a 
face recognition model.  
In the case of vehicle recognition, only the 
images of the cars are taken into account during 
model development. This is potentially 
disadvantageous, as the same car with the 
same color can enter a house yard. For this 
reason, the vehicle recognition model should be 
coupled with a license plate recognition system, 
i.e. automatic number plate recognition (ANPR), 
to achieve the highest level of security. In view of 
the above, it would be interesting to analyze 
another method of gait recognition instead of 
the GEI method in future research. It would also 
be useful to compare the performance of the 
appearance–based and the model–based 
method of gait recognition. In particular, it would 
be useful to obtain results in terms of speed of 
identification and reliability of identification. 
CONCLUSION 
An example of an intelligent home security 
system based on deep learning was analyzed 
and described in this paper. The intelligent 
system is based on three methods to identify 
people or vehicles. These methods are gait, face 
and vehicle recognition. Gait and face 
recognition is for identifying people who want to 
access and enter certain part of the property 
such as house, garage or yard, i.e., both indoors 
and outdoors. Vehicle recognition is intended for 
entering the yard from the street and entering 
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the garage. A well–known method called Gait 
Energy Image or GEI was used as the method for 
gait recognition. 
In light of the above, three deep learning models 
were developed for each of the methods. The 
TensorFlow platform with Keras was used to 
develop the models. The Keras Sequential model 
was used. Three datasets were used in the 
development of the models for the training and 
validation process. The well–known Casia 
Dataset B was used as the gait dataset. On the 
other hand, The Facial Images: Faces95 was 
used as the face dataset. A separate own 
dataset with 10 classes was used for the vehicles. 
The results obtained in terms of validation 
accuracy were very promising for all three 
models developed. The results achieved are 
above 98% for all three models. 
In the future, it would be interesting to analyze 
another method of gait recognition instead of 
GEI. It would also be useful to compare the 
performance of the appearance–based and the 
model–based method of gait recognition, taking 
into account the speed of identification and the 
reliability of identification. 
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not been represented by a closed system of equations to this day. The attempts of Euler, Navier, Stokes, Bussinesque, Reynolds, Prandtl and others are getting in the last 50 years new support, 
such as computational fluid dynamics i.e., numerical modeling but also artificial intelligence with its tools such as deep learning and neural networks which are supposed to provide turbulence 
closure modeling. A historical overview and efforts of modern science and modern techniques are presented in this paper as well as some arising issues. 
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INTRODUCTION  
The development of fluid mechanics can be 
traced through historical data related to the 
great names of science, primarily 
mathematicians and physicists, but also 
engineers, inventors and lovers of the rich field of 
fluid studies. The first written document about 
fluid behavior was left to us 250 years B.C. by 
Archimedes entitled “On floating bodies”. 
Despite the two–millennium study of fluids, to this 
day we do not have a closed mathematical 
model that describes the turbulent flow of a 
viscous fluid. 
In 1755 Leonhard Euler (1707–1783) formed his 
famous equation for ideal fluid flow. After Euler, it 
appears that only Navier was motivated to 
formally tackle this problem and to succeed in 
solving it in 1822. He expanded Euler`s equation 
by introducing the viscous forces. Many 
investigators had put effort into solving the 
equation of motion for viscous flows as 
developed by Navier, and like him, Stokes had a 
very clear intention on the practicality of his 
efforts by confronting theory with experiments [1] 
in the 1830s and 1840s. This may be a reason why 
he and Navier became associated with the 
equation of motion for viscous flows. However, it 
would be fair to call the equation Euler–Navier–
Stokes if it is necessary to include in the name the 
contribution of Stokes which was not 
fundamental, [1]. 
The Euler equation is given as: 

dv�⃗
dt

= f⃗ −
1
ρ

gradp (1) 

where are: 
𝑣⃗𝑣– velocity vector,𝑓𝑓– body forces, p – pressure, ρ 
– density. 

Hence the Navier–Stokes (N–S) equations being 
an extension of Euler’s given in vector form also 
represents nonlinear partial differential 
equations: 

dv�⃗
dt

= f⃗ −
1
ρ

gradp + ν∆v�⃗ +
1
3
νgrad divv�⃗  (2) 

where ν is kinematic viscosity. The continuity 
equation which is coupled with Navier–Stokes 
equations reads: 

∂ρ
∂t

+ div(ρv�⃗ ) = ρε� (3) 
where ε� is specific yield of source or sink is also a 
partial differential equation. 
MATERIAL AND METHODS  
The aim of this paper is to present the 
development of a mathematical model that 
describes the flow of a viscous fluid, future 
tendencies and arising issues. In doing so, literary 
data were used that followed the development 
of fluid mechanics in the last two and a half 
centuries. The literature data are in abundance. 
It takes a lot of time to establish a solid path 
which can be followed through the labyrinth of 
investigations, research and experiments 
conducted by many famous and less famous 
scientists. 
In this paper the main question will be if it is 
possible to solve one of the hardest problems in 
fluid mechanics, as well as in computational 
science, the problem of turbulence modeling, or 
turbulence closure modeling using modern 
techniques of deep learning or deep neural 
networks. Also, what does the future bring in this 
field from the standpoint of an educator. 
In order to design certain objects such as 
aircraft, ships, submarines or turbine blades it is 
needed to estimate certain quantities with which 
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the fluid flow field interacts with the objects, such 
as lift or drag. The starting point in fluid dynamics 
is the Navier–Stokes equations. They are time and 
space–dependent conservation of momentum 
equations. Navier–Stokes equations together 
with continuity equation represent a set of 
nonlinear partial differential equations which can 
be solved analytically only for a certain number 
of examples for laminar fluid flow in 2D, but 
solving these equations in 3D is, even nowadays, 
if not impossible, then extremely difficult, [1]. 
Previously, engineers made further 
approximations and simplifications to the 
equation set until they had a group of equations 
that they could solve. Contemporarily, high–
speed computers have been used to solve 
approximations to equations using a variety of 
techniques, e.g., finite difference, finite volume, 
finite element, and spectral methods, [2]. 
ANALYTICAL APPROACH 
Today N–S equation represents one of the seven 
most important unsolved problems established 
by the Clay Institute of Mathematics. A 
fundamental problem in analysis is to decide 
whether such smooth, physically reasonable 
solutions exist for the Navier–Stokes equations. 
[3]. There are analytical solutions for the laminar 
fluid flow examples, but the turbulent flow is 
much more complicated. It is represented with 
Reynolds equations which are time–averaged 
Navier–Stokes equations. By doing so, an 
unknown term – Reynolds stresses is introduced. 
They represent the impact of the turbulent 
fluctuations on the mean flow. The Reynolds 
equations are partial differential equations of 
second order and of elliptical type that do 
not possess analytical solutions. In order to solve 
these equations, it is necessary to introduce not 
only time averaging but also some additional 
hypothesis which will establish a connection 
between turbulent stresses and averaged 
velocities. 
Flow over an obstacle produces turbulent 
separated structures over a wide range of scales 
with existing patterns. Large–scale structures 
(eddies, vortices) are mainly responsible for 
either drag, lift or mixing efficiency. It would be 
an extremely expensive simulation if it would 
characterize every single degree of freedom. 
Instead, a reduced order model would be 
sufficient to present how the big energy–
containing structures work together to change 
the property of interest (e.g. drag on a boundary 
layer). Kolmogorov turbulent energy cascade 

shows length scales of existing eddies or vortices 
in a turbulent flow, Figure 1. 

 
Figure 1.  Kolmogorov turbulent energy cascade 

The exact solutions of the Euler equation and 
Navier–Stokes equation are proposed by 
different authors using different methods. Among 
the most effective are Lie group theory and 
Baecklund transformation, symmetry reduction 
method [4], or transformation into the linear 
diffusion equations on a different basis [4–6]. 
Moreover, the N–S equations are solved by 
introducing some simplifications, e.g. the Cole–
Hopf transformation is applicable for an 
incompressible flow and allows reducing the 
Navier–Stokes equation to the Einstein – 
Kolmogorov equation, [7].  
Some authors [8] proposed the conversion of 
Navier–Stokes equations to a one linear diffusion 
equation based on the proposed linear velocity 
operator concept where the velocity operator is 
formulated in terms of a generalized new 
physical parameter.   
The examples of flows for which analytical 
solutions are possible to find, with certain 
restraints, are those through ducts, pipes, coaxial 
gaps, between two parallel plates, etc. [9]. 
However, analytical solutions to even the 
simplest turbulent flows do not exist, [10]. 
▓ Computational Fluid Dynamics (CFD) 
In order to calculate how the object interacts 
with the fluid, and vice versa, it is necessary to 
simulate fluid flow to estimate quantities of 
interest. One way to do that is by using 
Computational Fluid Dynamics (CFD). CFD is a 
science that, with the help of digital computers, 
produces quantitative predictions of fluid–flow 
phenomena based on the conservation laws 
(conservation of mass, momentum, and energy) 
governing fluid motion and it complements 
experimental and theoretical fluid dynamics [11]. 
CFD enables analyses of complex problems 
involving fluid–fluid, fluid–solid or fluid–gas 
interaction, minimizes the planning time and 
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saves costs of experiments. The results of CFD 
simulations are numerical solutions of the 
governing equations of fluid dynamics. 
Real flow structures might have many orders of 
magnitude of scales both in space and time and 
instead of modeling all of them which is very 
expensive for computers, it is possible to 
approximate how small scales affect the big 
energy–containing scales that are actually of the 
main interest since they are mostly responsible 
for a lift and drag. This field is called closure 
modeling.  
The turbulence modeling should enable 
avoidance simulation of a wide range of 
turbulent scales and provide closure of 
turbulence modeling. This field is rapidly 
progressing with a constant flow of results in 
literature, and recently the support of artificial 
intelligence and its tools, machine learning and 
more advanced deep neural networks, provide 
a better understanding of turbulence and the 
possibility of optimizing real fluid flow. 
▓ Direct Numerical Simulation (DNS) 
Direct Numerical Simulation (DNS) is a research 
tool of CFD; it does not provide exact solutions to 
the Navier–Stokes equations for engineering 
problems. The aim of DNS is to get a detailed, 
both in spatial and temporal scales, model of a 
flow field, e.g., flow around an airfoil, or a turbine 
blade. But typically, it is too expensive, and lasts 
too long; even with Moore's law of exponentially 
growing computer power, it will still take too 
much time to simulate the largest scale turbulent 
problems at all resolutions in space and time, not 
to mention optimization process which would 
take even more time. Because of that it is a must 
to do the turbulence modeling. 
▓ Problem of Turbulence Modeling 
One of the most demanding and intriguing 
problems of fluid mechanics is the problem of 
turbulence. The wide range of scales of time and 
space in turbulent flows demands significant 
resources, both in time and computer 
configuration to model turbulence.  
Turbulent flow is characterized with oscillatory 
behavior of physical properties; hence they can 
be represented such as averaged value plus 
fluctuation, Figure 2. 

v = v� + v′ (4) 
In addition to velocity, other turbulent flow 
properties also show oscillatory characteristics. In 
order to model a turbulent flow, it is necessary to 
approximate turbulent stresses, which are too 
demanding in time and computer power 
requirements to model.  

The engineering computation of turbulent flows 
therefore relies on simpler descriptions with 
introduction of the statistical consideration of the 
flow. 

 
Figure 2. Instantaneous velocity in turbulent flow v,  

averaged velocity v� and fluctuation v’ 
Bussinesque proposed methods for presenting 
viscous stresses, and Reynolds contributed. The 
work of Prandtl, Kolmogorov, Taylor and von 
Karman [12] was aimed to characterize 
turbulence. With the growth of computer power, 
possibilities of numerical simulations increased, 
but simplified engineering approximations 
continue to remain popular and widespread, 
[13].  
There are many approaches [14,15], but the two 
most common approaches are RANS (Reynolds 
Averaged Navier–Stokes) and LES (Large Eddy 
Simulation). The RANS approach is based on 
time–averaged Reynolds equations and requires 
closures to represent the turbulent stresses and 
scalar fluxes emerging from the averaging 
process. The discipline of turbulence modeling 
has evolved using a combination of intuition, 
asymptotic theories and empiricism, while 
constrained by practical needs such as 
numerical stability and computational efficiency, 
[13]. 
The large eddy simulation (LES) technique of 
turbulence modelling reduces the complexity of 
simulation by focusing on turbulence on larger 
length scales and larger time scales, while the 
smaller scale flow behavior can be described 
using a subgrid model. The LES technique is an 
exact method which is still computationally 
tractable, while the RANS is a less precise method 
which is more computationally efficient than LES. 
▓ Machine Learning (ML) 
Fluid mechanics, with massive amounts of data 
increasing daily, either from experiments or 
simulations, is a field with massive potential for 
machine learning, rapidly becoming an integral 
part of everyday life. 
Simply put, machine learning is building models 
from data using optimization. More precisely, 
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machine learning algorithms are a growing set of 
data–intensive optimization and regression 
techniques ideal for these types of high–
dimensional, non–linear, non–convex, and 
constrained optimizations [16]. 
The essential tasks in fluid dynamics are 
connected to reduced–order modeling, 
experimental data processing, shape 
optimization, turbulence closure modeling, and 
control [17]. Machine learning can be used for 
three main objectives: 
 to accelerate direct numerical simulations 
 to improve modeling basically in the context of LES and RANS and  
 to obtain more robust reduced order models, [18]. 
Machine learning application in fluid dynamics 
encounters many obstacles, as mentioned in 
[17]. But this is a very fast–growing field with 
constant advance which can be seen in papers 
produced recently in the field of reduced order 
modeling [19], or for detecting interface 
between turbulent and non–turbulent flow [20]. 
One of the most developed segments of ML is 
image processing. It is also an aspect of ML 
applicable to improve flow visualization, what is 
done in [21], where was conducted super–
resolution analysis of grossly under–resolved 
turbulent flow field data.  
A group of authors [22] used ML to stabilize fluid 
flow in the wake of a fluidic pinball, and in [23], 
to stabilize an open cavity flow experiment. In 
order to improve Reynolds–averaged Navier 
Stokes (RANS) turbulence models, ML is applied 
in the paper [24] using a data–driven approach. 
In [13] is presented how machine learning and 
data–driven methods are being used to tackle 
the closure problem and how machine learning 
can make a practical impact on everyday 
industrial flows.  
Optimization problems are also solved 
increasingly well with the aid of machine 
learning, and instead of using the full Navier–
Stokes equations, which are far too demanding 
in computer power and time, it is possible to 
build surrogate models with the aid of ML that 
are accurate and fast enough to use in real–time 
for feedback control. 
Another mighty tool of ML is deep neural 
networks (DNN), the dominant data mining tool 
for big data applications [25], using an artificial 
neural network with multiple layers between the 
input and output layers. 
In case of RANS modeling in [26] is presented 
how a custom deep neural network with 
additional tensor input based on prior physical 
knowledge can be improved compared with a 

generic neural network architecture that does 
not embed this invariance property. 
RESULTS AND DISCUSSION  
In the future, mechanics of fluids will take a 
central role in many fields of human activities, 
including energy sector, transportation, utility 
sector, etc. Most of these activities will be 
enabled by advanced fluid mechanics models 
and controls, and these tasks can generally be 
written as challenging optimization problems. 
These optimizations are nonlinear, non–convex, 
multi–scale, very high dimensional, and that is 
exactly where machine learning is significantly 
advancing. 
In the 21st Century, computational methods and 
software tools are put on another level. An 
increase in computer power has made 
engineering and scientific computations more 
available and economically viable.  
Modeling has become a mainstream step in 
engineering analysis and design of products, 
processes, and systems. However, the required 
training that engineering and science students 
often receive is not at the adequate level. 
Therefore, they may not have all the 
background training required to use software 
packages. This has created a challenge for 
industry to have trained professionals who can 
create “reliable” models and fully utilize 
commercially available software packages.  
On the other hand, students, engineers, and 
scientists may not have the luxury of time and 
training to learn all the necessary technical 
subjects like physics, mathematical modeling, 
numerical methods, and programming 
languages.  
Therefore, some arising thoughts and questions 
are: 
 The theory is chasing the praxis, but the 

experiment remains the primary tool in fluid 
flow analysis, even though CFD has gone a 
long way with a lot of data and is constantly 
advancing. But, we need both experiment 
and computation [27]. 

 There is a transition from first principles to 
data–driven techniques. 

 The abundance of data from experimental 
research and simulations provided asolid base 
for machine learning. Application of deep 
learning and neural networks provided 
additional advancement in closure problems. 
However, the physical involvement is logical 
and should be prioritized overthe 
mathematical approach. 
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 How should the students be thought?There 
can be two kinds of schools: one deep and 
broad, and the other will treat the application 
of CFD and ML as black box. That would lead 
to two kinds of engineers: engineers with wide 
knowledge, capable of thinking broadly and 
capable of introducing new concepts, and 
engineers who will specialize in a narrow field, 
with less ability to provide some general 
solutions. The first approach requires longer 
education, more devotion and more 
abundant resources. 

CONCLUSION 
Under the umbrella of authority such as Euler, 
Navier, Stokes, Reynolds, Prandtl, etc., it is difficult 
to stand out and deviate from the established 
path. And that is exactly the step that should be 
taken: to step away from the problem and try to 
look at it from another angle, by possible 
expansion of the system boundaries in order to, 
at least, get nearer to the solution of the 
turbulence closure problem.  
The existing transition from first principles (such as 
the Navier–Stokes equation) to data–driven 
techniques is exactly such a step which leads us 
to the solution using another way: ML. What is 
important is that machine learning should not 
become a black box and must be connected to 
physically interpretable and generalizable 
models which are clear, trustworthy, and 
repeatable under different circumstances and 
can be interacted with. The most important issue 
is the future education of engineering and 
science students and to which extent it should 
be provided to them. 
Educational institutions must embrace a 
dynamic approach to equip the next generation 
of engineers with the skills and mindset needed 
to tackle these complex problems. This involves 
fostering a deep understanding of both 
traditional principles and cutting–edge 
techniques like machine learning. Thus, the 
paramount challenge ahead is to seamlessly 
integrate machine learning while reshaping the 
education of future engineers. 
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SYNTHESIS AND CHARACTERIZATION STUDIES OF SI–BASED REFRACTORY 
COMPOUNDS DERIVED FROM CORN COB 
 
1.Department of Mechanical Engineering, Landmark University, Omu–Aran, Kwara State, NIGERIA 
2.Department of Mechanical Engineering Science, University of Johannesburg, SOUTH AFRICA 
 
Abstract: The synthesis and characterization of Si–based refractory compounds derived from corn cob was reported. Size reduction of the corn cob was achieved using a 
planetary mills. Carbothermal processing route was used for the production of the Si–based refractory compounds after acidic treatment. The carbothermal processing was 
done at temperature window of 600–900oC. The reaction products were analyzed using Fourier transmission infrared spectrometer (FTIR), scanning electron microscope 
(SEM) and X–ray diffractometer (XRD). The results obtained show that, at 600oC, there were different polytypes of silica phases in the refractory compounds. However, as the 
temperature increase up to 900oC, there were SiC phases in the reaction products. This trend was also corroborated with the results obtained from the XRD and FTIR 
respectively. The morphological features also agrees with the trend reported in the XRD. 
Keywords: refractory compounds, structure, corn cob, silicon carbide 
 
 
INTRODUCTION 
Silicon carbide is among the most active 
compounds utilized in the design of construction 
and hybrid ceramic materials for high operating 
temperatures due to a combination of 
properties including low density, high 
decomposition temperature, lack of phase 
transitions across a wide temperature range, 
superior mechanical qualities, non–interaction 
with corrosive environments, and the highest 
oxidation resistance among the refractory 
carbides [1–3]. It has the potential to be used as 
a reinforcement material for nanoscale 
components, protective coatings, and refractory 
matrices [3]. Currently, a wide variety of 
techniques have been described for the 
synthesis of SiC, however the majority of them 
were only performed in laboratories. Mechanical 
milling [4,5], rapid carbothermal synthesis [6–8], 
SHS procedures [9], microwave synthesis [10], 
polymer pyrolysis [11], sol–gel processes [12], 
CVD [13], and laser synthesis [14] are a few of 
these techniques. Each of the aforementioned 
procedures has benefits as well as drawbacks 
over the others, such as cheaper precursors 
used, lower reaction temperatures, higher 
product purity, etc [15].  
One of the simplest and most cost–effective 
methods for producing silicon carbide–based 
refractory compounds out of all of these 
techniques is carbothermal processing, 
according to reports [2]. The traditional 
approach for producing SiC powders is 
exceedingly expensive and has substantial 

processing costs, which are quite rare, 
particularly in the developing Nation. Due of the 
relatively high cost of producing SiC, researchers 
have explored an alternative route for this 
production, hence, the use of agricultural 
wastes. 
Wastes are items that have been rejected, 
disposed of, or left unmanaged because they 
can no longer be used and were produced 
without the aim of being used again [16]. 
Agricultural wastes were described by [17], as 
organic byproducts of plant life, including oil 
palm, corn, rice, and coconut shells, as well as 
seeds, fruits, leaves, and roots.  
Agricultural wastes are defined by [18] as the 
leftovers from the cultivation and processing of 
raw agricultural products such fruits, vegetables, 
meat, poultry, dairy products, and crops. Animal 
waste, food processing waste, and agricultural 
waste all fall under the category of agriculture. 
Techniques for managing waste including waste 
reduction, reuse, and recycling must be properly 
taken into account. Because it will be 
challenging to implement goals to achieve zero 
waste from agricultural activities, efforts should 
be strengthened to reduce waste. Using eco–
friendly strategies that employ the waste 
created for alternative activities without any 
form of treatment is also essential.  
The transformation of agricultural waste into 
useable forms looks to be the most 
environmentally benign, economically viable, 
and sustainable approach to waste 
management.  
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Several studies have reported the use of different 
agro wastes materials in the production of Si–
based refractory compounds [2,19,20] with 
potential use as reinforcement in metal matrix 
composite. Corn cob is reach in silica content 
among other important refractory compounds, 
thus making it a potential material for the 
production of Si–based refractory compounds. 
The leftover from corn includes a sizable amount 
of corn cob. According to authors [21], maize 
cobs make up between 40 and 50 percent of all 
corn produced. One example of an agricultural 
waste is corn cobs (a byproduct of sweet corn). 
Due to inadequate waste management in 
society, this byproduct leads to environmental 
pollution, which causes health issues among 
others. In an effort to reduce production costs 
due to the availability of raw materials, and less 
expensive methods; as well as to control waste in 
society, efforts have been made to transform this 
agricultural waste into useful materials that will 
be highly appealing to scientific and 
technological communities, especially in 
developing countries. The presence of refractory 
compounds in corn cob (CC) makes it a 
candidate material for the synthesis of a Si–
based refractory compounds. For the larger–
scale development of SiC, corn cob is viewed as 
a very promising material. The purpose of this 
work is to analyze the effect of carbothermal 
treatment temperatures on the production of 
silicon based refractory compounds from corn 
cob. 
MATERIALS AND METHODS 
▓ Experimental materials  
The experimental materials utilized were corn 
cobs which were gotten from the Landmark 
University Farm, Omu–Aran, in large quantities, 
distilled water for the washing of the corn cob, 
leaching agent (Hydrochloric acid) which were 
used to remove impurities from the cob, a sieve 
which is used to drain the acid from the corn 
cob when rinsing it with water and a set of nose 
masks, gloves to protect from the acid and 
beakers which were used to dissolve the solute in 
the solvent. 
▓ Preparation of Agro wastes  
To remove impurities that might prevent the solid 
creation of silicon–based refractory compounds 
from corn cob, experimental specimens were 
carefully prepared according to recognized 
techniques adopted by [2, 22, 23]. The corn cobs 
for sample preparation were thoroughly rinsed in 
clean water to remove every forms of dirt and 
volatile materials which has been accumulated 

during the period of time it has been on the farm 
and during transportation to the lab. These 
materials were sun–dried for (as shown in the 
Figure 1) three (3) days (7 h/day) to remove the 
moisture or water content present as a result of 
the initial washing. After, they were subjected to 
a temperature of 100oC for three (3) hours in an 
electric oven to eliminate the residual moisture. 
The corn cobs were later pulverized using a ball 
milling machine to increase the surface area of 
the corn cob and to reduce the size of the corn 
cob to powder form. The reduction in size and 
increase in surface area is necessary to enhance 
the reaction process. 

 
Figure 1: Sun drying process of the corn cob 

▓ Synthesizing of Corn cob samples  
Carbothermal processing was adopted in the 
production route for the production of Si–based 
refractory compounds from corn cob. The 
process sequence used have been earlier 
reported by authors [2]. An analytical four digit 
weighing balance, CY224C, 0.1mg was used to 
weigh a known mass of corn cob.   
A 400 ml of hydrochloric (as the leaching agent) 
was added to the weighed corn cob and a 
magnetic steering machine was used for stirring 
operation. After a while, 40 g of the dried 
samples were collected and placed in the 
graphite crucible which was then charged at a 
temperature ranging from 700oC – 900oC in an 
electrical furnace for an hour as earlier reported 
by [24].  
The furnace was later turned off to cool before 
samples were removed from the crucibles. Table 
1 shows the designation of the samples and heat 
treatment temperature. 

 

Table 1: Sample designation and heat treatment temperature 
Sample designation Carbothermal temperature (o C) 

(A) 700 
(A0) 800 
A1) 900 
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The dried samples were gathered, weighed, and 
examined for structural characterizations such as 
Fourier–Transform Infrared Spectroscope (FTIR) 
and X–Ray Diffraction to determine their 
suitability for the Si–based refractory compounds.  
▓ Fourier transform infrared (FTIR) spectroscopy  
The functional groups existing in the reaction 
products were identified using FTIR.  
About 100–250 mg of kBr powder was mixed with 
8–12 mg of refractory compounds from corn cob 
(RCC). The mixtures were compacted under 20–
40 MPa compaction load. The functional groups 
in the reaction products were later accessed 
through this treatment sequence. 
▓ X–ray diffractometer (XRD) 
The phases present in the reaction products after 
the carbothermal processing of the RCC were 
scanned by XRD.  
A backloading preparation method was used for 
the XRD scanning, the analysis was done using 
PANalytical Empyrean diffractometer with PIXcel 
detector and fixed slits with Fe filtered Co–Kα 
radiation in a scan range of 2theta ranging from 
10o to 90o at 10o scan step. The phases present 
were identified using X’Pert Highscore plus 
software.  
▓ Scanning electron microscope (SEM) 
The morphological features of the reaction 
products were accessed using an extreme 
resolution Analytical Field Emission Scanning 
Electron Microscope– (JEOL, USA) equipped with 
energy dispersive spectroscope (EDX) operating 
with an accelerating voltage of 15 kV.  
RESULTS AND DISCUSSION 
▓ Mass recovery/ reduction 
The representative recovery yield at different 
treatment temperature are displayed in Figure 2. 
Initially, a mass of 40g was kept constant for 
each batch (A0, A, and A1 respectively). It is 
evident from Figure 2, that there was sufficient 
time for the transformation of Si–based refractory 
elements in the corn cob at higher temperature 
as compared to samples A0 and A.  
The reduction in the yield of A1 further 
corroborate this observation. The implication is 
that, at higher treatment temperature, the 
volatile materials are given off during the 
carbothermal treatment, hence, a reduction in 
the mass of the Si–based refractory compounds. 
It can be inferred from Figure 2 that sample A 
displayed a value of 73.88% by mass recovery, 
A0 had 76.65% while A1 had 83.05%.  
At higher temperature, the reaction sequence 
favoured the formation of SiC phases, thereby, 
enhancing the mass recovery rate. This trend is in 

line with the pattern obtained from the XRD and 
FTIR spectroscopy. 

 
Figure 2. Variation in mass recovery rate with treatment temperature 

▓ Fourier–Transform Infrared Spectroscope (FTIR) 
Table 2 shows the pronounced peaks in the 
reaction products for the FTIR spectra of the RCC 
treated at 700oC, 800oC, and 900oC respectively. 
Also, previous work were benchmark with the 
current study, the trend of the results are as 
presented in Table 2. 
 

Table 2: benchmarking the variations in the wavelength associated vibrations  
with previous studies and current work 

Wavelength (cm–1) Associated vibration References 
3670 – 3000 

1093 
828 

O–H stretching 
Si–O–Si 

Si–C 
[25] 

1091.75 – 3500  O–Si–O stretching and bending [26] 
821.92 

1629.66 
Si–C bond 

H–OH bending vibration 
[26] 

3472 
1740 

800–679 

O–H stretching 
O–H bending 

Si–C stretching 
Current study 

   

From Figure 3, the legend A, Ao, and A1 are the 
IR spectra for the corn cob ranging from the 
carbothermal heat treatment at 700oC, 800oC 
and 900oC respectively. It is evident from the 
carbothermal heat treatment at 700oC, the 
presence of O–H functional group and a 
stretching band was observed at a broad peak 
of wavelength 3390 cm–1. Similarly, at a 
wavelength of 2450 cm–1, N–O stretching at a 
low peak was observed.  
The presence of C=C functional group as a 
bending band is located at about 930 cm–1 
wavelength value. A functional group of O–Si–O 
was observed at a wavelength of 1490 cm–1. It is 
evident that Si–C presence was noted at about 
679 cm–1 of wavelength value in the stretching 
band. 
At temperature of 800oC, it was identified that 
O–H functional group in stretching band was 
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present at wavelength of 3390 cm–1. The 
presence of O–H functional group is as a result of 
dehydration during the process of treatment. At 
wavelength value of 1530 cm–1 shows the 
presence of N–O functional group in the 
asymmetric stretching band. At a broad peak of 
1100 cm–1, C–C bending stretching band was 
indicated. Si–C shows its presence in the 
stretching band at wavelength value of about 
610 cm–1. 
At a temperature of 900oC, a broad peak in the 
stretching band which indicates the presence of 
O–H functional group with a wavelength of 3390 
cm–1 was noticed in the spectra. It is noted that 
C=O functional group in the stretching band 
having a wavelength of 1800 cm–1 was observed 
in the spectra. It is worthy of note that, N–O 
functional group in the stretching band occurred 
at a wavelength of 1530 cm–1. A low broad peak 
of wavelength 1100 cm–1 indicated the presence 
of C–C functional group in the stretching band. 
However, the presence of Si–C functional group 
is indicated with a sharp peak in the stretching 
band at a wavelength value of 850 cm–1, this 
was within the margin earlier reported by authors 
[26,27] in the formation of SiC.  

 
Figure 3. FTIR Spectra for Corn Cob at 900 oC 

▓ X–ray Diffraction 
The XRD of the RCC are as displayed in Figure 4. 
Sample A and Ao showed a similar trend in peak 
values, hence, the legend displayed in Figure 4 
was used to capture Ao. It was observed at a 
temperature of 700oC that at a 2Theta range of 
20o–30o, SiO2 was formed with a peak value of 
percentage transmittance of 2000 and 4000 
respectively.  
At a 2Theta range of 30–40o, the presence of SiC 
phase (showing a low peak) and SiO2 were 
observed at a peak value of transmittance of 
9000 which is the most pronounced peak in 
these spectra and 5000 respectively. It was also 

observed that at 2Theta range of 55–58o, there 
was a formation of SiC at a lower peak value. 
The formation of SiC was low in this spectra due 
to low treatment temperature that the corn cob 
was subjected to. 
However, at a temperature of 900oC which is a 
higher treatment temperature compare to the 
former, the formation of SiC was observed to be 
more in this spectra. Also, SiO2 was observed at a 
2Theta range of 20–30o at a pronounced peak 
with a value of percentage transmittance of 
18000. The temperature was sufficient for the 
phase transformation reaction of SiO2 and C to 
yield SiC.  
At 2Theta range of 30–80o the formation of SiC 
was observed in this spectra at peak values of 
percentage transmittance of 10000, 4000, 6000, 
2500, and 5200 respectively. The formation of 
more SiC in this spectra is as a result of higher 
treatment temperature of 900oC required for 
transformation of SiO2 and C to SiC. However, at 
relatively lower treatment temperature of 700oC, 
it was noted that some unreacted phase of SiO2 

polytypes precipitate in the reaction products. 

 
Figure 4. XRD Pattern for Corn Cob at 700 oC and 900 oC 

▓ Morphology assessment 
The variation in the morphological features of 
the RCC at varying temperatures are as shown in 
Figure 5(a) and (b). Evidently, Figure 5a shows 
the representative scanning electron image 
(SEM) with EDX of an amorphous phase of the 
RCC. It is evident from the EDX profile the 
presence of Silicon (Si), Iron (Fe), Oxygen (O), 
and Carbon (C) all establishing the presence of 
SiC (low peak), SiO2 and  Fe2O3. It is noted that 
the presence of Chromium (Cr) and Potassium 
(K) indicate impurities elements in the RCC. This 
trend is similar to the findings reported by [28]. 
The heterogenous nature of the RCC is well 
captures in the morphological features displayed 
in Figure 5b. Evidently, the peak in the spectra 
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show a high value of Silicon (Si), Oxygen (O), and 
Carbon (C). It is noted that the silica phase 
reacted with the carbon constituent in the 
structure thereby yielding SiC phase. This trend 
was also consistent with the results obtained in 
the XRD spectra. 

 

 

 

 
Figure 5: Showing the morphology of RCC (a) at 700 oC (b) 900 oC 

CONCLUSIONS 
The study reports on the synthesis and 
characterization studies of Si–Based Refractory 
Compounds derived from Corn Cob. From the 
results obtained, higher temperature treatment 
favours the formation of SiC phase. The 
heterogenous nature of the RCC was evident in 

the morphology. The wave number of the FTIR 
spectra for the formation of Si–C was at par with 
previous reports in the literature. 
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Abstract: Agriculture is an important branch of any national economy, with functions between the most diverse: biological, main source of economic activity and use of the 
labor force, ecological factor of environmental protection and combat against desertification in many areas of the Earth, a way of life, a technical tradition and cultural and, last 
but not least, agriculture is a side of civilization. Smart agriculture takes into account soil evaluation and environmental aspects from all perspectives and applies technological 
solutions for efficient fertilization, plant protection measures, and nutrient extraction. In recent years, the significant development of Internet of Things (IoT) technologies has 
made the integration of communication, automation, and control information into farms a very trendy “trend”. Agriculture will be the field with the greatest digitization in 
the coming years; intelligence artificial in agriculture will be massive and unstoppable. The capability of drones is constantly expanding, the devices being equipped with 
high–definition photo–video cameras, thermal imaging sensors, infrared filming, parcel mapping and zoning systems, and simultaneously the volume of data increases fast. 
In the long term, “connected farms” will prove extremely valuable to the entire population of the planet considering the need to maximize production agricultural. 
Keywords: circular economy, agricultural sector, globalization and liberalization, digital technologies 
 
 
INTRODUCTION 
“If agriculture is to feed the world, it must 
become an industry”, said Geoffrey Carr, and 
fortunately, this has already begun to happen. 
The population is expected to grow to ten billion 
by 2050 – each year it will increase by the 
population of Germany (80 million) – so we must 
find a way to feed an additional 'Germany' 
every year, all while keeping agricultural land 
areas unchanged. This is not easy, especially 
considering urban expansion. For this reason, the 
world will need much more efficient farms to 
produce enough food: In the most modest 
scenario of economic growth, agriculture will 
need to grow by at least 50% compared to the 
current situation.  
While extreme hunger and poverty have been 
reduced globally since 1990, there are still 800 
million people suffering from chronic hunger and 
2 billion people suffering from malnutrition. 
Agricultural growth remains generally three times 
more effective in reducing poverty than any 
other sector. In conclusion, if we think strictly in 
economic terms, there is a growing market for 
agricultural products, but we need to see if we 
have the resources to meet this growing 
demand (Geoffrey Carr. et al, 2016).  
At an elementary level: food comes from plants, 
which not only feed humans but also animals. In 
recent years, plants in agriculture have become 
an important element in energy production. In 

fact, plants are experts at converting energy 
through photosynthesis. They transform solar 
energy into plant energy in the form of 
carbohydrates and fats, and then convert 
mineral nutrients into proteins and vitamins. 
Ultimately, the resulting biomass generates 
another form of “energy”. All of these processes 
lead us to the conclusion that mineral fertilizers 
are crucial. In 2008, researchers at Wageningen 
University in the Netherlands demonstrated that 
mineral fertilizers are responsible for feeding over 
50% of the global population! 
Smart agriculture takes into account soil 
evaluation and environmental aspects from all 
perspectives and applies technological solutions 
for efficient fertilization, plant protection 
measures, and nutrient extraction. In recent 
years, the significant development of Internet of 
Things (IoT) technologies has made the 
integration of communication, automation, and 
control information into farms a very trendy 
“trend”.  
In the field of smart agriculture, introducing 
technology elements into farm management, 
such as tracking and monitoring the entire 
production process from crop establishment, 
processing, transportation, to sale, leads to 
incredible yields and quality in volatile climates 
with increasingly diverse natural disasters and 
diseases. In addition to population growth in the 
coming years, another aspect to consider when 
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discussing the future of agriculture is climate 
change and the increasingly advanced field of 
research.  
The advantages of climate change include 
creating conditions for the cultivation of plants 
that could not be grown in Romania before. This 
includes exotic varieties originating from outside 
our geographic area that have gradually 
acclimated and can now be cultivated in our 
country, which was inconceivable just a few 
years ago.  
The main issue for farmers remains access to 
financing. Despite undeniable progress in 
agricultural financing over the past 15 years, with 
diverse sources including funds allocated from 
the state budget, European funds, and an 
increase in bank credit and commercial credit, 
the approach of financial institutions toward 
agriculture remains cautious. In Romania, 
agriculture continues to hold a very important 
status, although it undergoes a process of 
property and exploitation system transformation. 
It remains one of the priority branches in the 
production of material goods, a vital and 
irreplaceable support for the existence and 
progress of human society, especially given that 
the economic and social progress of the 
contemporary world is closely correlated with 
the level of achievements in agriculture. It 
cannot be conceived without the strong 
development of this branch of production. 
Romania has approximately 9 million hectares of 
land, of which half are cultivated with modern 
technologies, although not yet at a Western 
level. Nevertheless, Romania achieved record 
grain production last year (over 10 million tons of 
wheat and over 15 million tons of corn), 
surpassing major players like France and Poland. 
Romania's potential in the field of agriculture is 
enormous. In a few years, Romania can play an 
essential role in the Black Sea region and in 
Europe's agricultural economy.  
Precision agriculture is also beginning to take 
shape in our country. It is, in fact, an 
extraordinary opportunity for increasing 
productivity and, consequently, for increasing 
income. As a country with significant agricultural 
potential, Romania could become one of the 
top markets for harnessing IoT technology for the 
purpose of enhancing and streamlining 
agricultural production. 
Understanding key global trends that can 
influence agriculture, the agri–food system, 
natural resource management, and rural 
economies in the coming decades is essential, 

given the importance of food in every society. 
Awareness of the impact these factors can have 
contributes to creating an agenda that 
strengthens the resilience and sustainability of 
agricultural systems.  
The OECD defines megatrends as “slow–forming 
social, economic, political, environmental, or 
technological changes that, once launched, 
exert a profound and lasting influence on many, 
if not most, human activities, processes, and 
perceptions” (OECD, 2016). Presenting the main 
trends that can contribute to changing the 
configuration of agriculture and the agri–food 
system and stimulate innovation capacity in the 
years to come will follow the classification 
proposed by the OECD (socio–demographic, 
economic, environmental, technological, and 
political changes). When analyzing the influence 
and impact of current trends, such as population 
growth, urbanization, population aging, climate 
change, digitalization of economies, and the 
advancement of globalization and liberalization 
processes, their strong interdependence cannot 
be overlooked. 
The absolute increase in the number of 
consumers, regional population dynamics, its 
structure by age groups, and by rural versus 
urban areas are variables without which 
understanding the evolution of the agri–food 
system is difficult to conceive. Demographics 
remain an important factor for the dynamics of 
all economic sectors. However, it is an essential 
parameter to explain the evolution of food 
demand, which depends on the number of 
consumers seeking to satisfy their vital 
physiological needs primarily. 
According to the medium variant projection of 
the United Nations, it is expected that the global 
population will reach 8.5 billion by 2030 and 9.7 
billion people by 2050 (UN, 2015). Therefore, food 
systems must ensure food security for an 
additional 2 billion people in the next 30 years. 
The largest demographic growth will be in less 
developed regions, in countries with middle and 
low incomes, influenced by the rate of 
economic growth, the level of education, the 
degree of female workforce participation, and 
other factors. In developed regions, the 
population growth rate is much slower or even 
declining. 
MATERIAL AND METHOD 
The decrease in the share of working–age 
people is a process that also characterizes 
developed countries. The central scenario of the 
OECD's long–term growth projection assumes 
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that the migration of young people across 
national borders could offset the aging decline 
in most OECD economies. In fact, several 
countries have already initiated immigration 
policies to compensate for job shortages in 
certain sectors (FAO, 2018b). These policies 
target three significant labor market gaps:  
 highly skilled workers in high–tech sectors,  
 workers to meet the demand for low–paid 

jobs that have become unattractive to local 
workers (agriculture and construction), and  

 additional workers in the healthcare and other 
services due to an aging population.  

By 2050, due to high economic growth rates and 
demographic structural imbalances, a major 
destination for migrants (especially from Africa) 
may become Southeast Asia and, in particular, 
China. Consequently, the size and importance of 
ethnic minority communities will increase, with 
specific challenges regarding dietary 
consumption patterns in these areas (OECD, 
2016). Therefore, in these regions, increasing 
urbanization and changing working conditions 
will shape environmental and living conditions, 
and, as a result, food demand and eating 
behaviors in the decades to come. 
The largest migratory flows are national 
migrations within state borders, typically from 
rural to urban areas, often as a consequence of 
rural poverty, lack of job opportunities, and poor 
infrastructure. The urban population has steadily 
increased over the past decades. Over 6 billion 
people are expected to be part of the urban 
population by the year 2050 (from 33% in 1960 to 
62% in 2050), and nearly all of this growth will 
occur in cities in developing countries, with 90% 
of it in Asia and Africa. In absolute terms, this 
means a net increase of 2.4 billion people in the 
urban population, which is more than the total 
population growth during this period (2.2 billion) 
(FAO, 2017a).  
Urbanization brings many benefits to the 
population, such as access to electricity, 
improved water supply, better sanitation, 
educational opportunities, and it acts as a driver 
of domestic demand. On the other hand, the 
urban population generates a growing demand 
for processed and packaged food products. This 
leads to a shift in the nutritional content of diets, 
as processed products, often high in energy, 
sugar, and salt, influence obesity rates (FAO, 
2017b). Apart from the impact on dietary 
consumption patterns, there are also issues 
related to the logistics of the agri–food system. 
Serving a large population requires high 

standards for food safety and logistics in the 
agri–food supply chains (Satterthwaite et al., 
2010). One of the powerful consequences of this 
process, in the absence of rigorous regional 
development planning, is rural depopulation, 
increased costs of public services, decreased 
quality of life in rural areas, environmental 
degradation, and often an inequitable 
distribution of land (FIT4FOOD2030). 
The income level of the population plays a 
significant role in shaping the future of 
agriculture and the agri–food sector, as it 
represents the primary variable that influences 
the dietary consumption patterns of the 
population (Godfray et al., 2010). Higher rates of 
income growth per capita are expected in low– 
and middle–income countries. Economic 
development will be accompanied by an 
increase in the quantities and values of 
agricultural demand, as well as a change in the 
consumption pattern. The trend is a shift from a 
cereal–based diet to a diet richer in meat, dairy, 
and other resource–intensive food items (Cirera 
and Masset, 2010; FAO, 2017b), with implications 
for the sustainable use of natural resources. 
Population growth, income growth, and 
changes in dietary patterns are among the 
primary factors that will impact future demand 
for agricultural products. At an annual growth 
rate of approximately 1.1% in global demand for 
agricultural products until 2050 (considerably 
lower than the 2.2% rate over the past four 
decades), the global supply of agricultural 
products by 2050 should be 60% larger than in 
2005–2007, as suggested by certain projections 
(Alexandratos and Bruinsma, 2012).  
Concerning the increase in agricultural 
productivity to meet global demand, there are 
no one–size–fits–all answers. Historically, global 
agriculture has been able to meet the growing 
demand for agricultural products over time. 
These improvements in agricultural productivity 
have been due to the use of irrigation, fertilizers, 
and the expansion of arable land. However, the 
sustainability of global agricultural intensification, 
given deforestation, land degradation, and 
water pollution, is a subject of concern.  
Although agricultural efficiency has increased in 
recent decades, the pressure on agricultural 
land has intensified primarily due to 
demographic factors, changes in dietary 
patterns, and urbanization. When we add the 
competition between food and non–food uses 
of agricultural crops (such as biofuel production) 
and the loss of agricultural land due to erosion, 
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desertification, salinization, rising sea levels, etc., 
we understand the challenge of sustainable 
resource management to maintain their quality. 
A vicious cycle is created through the 
overexploitation of existing resources, their 
degradation, increasing pressure on the 
remaining resources, and further degradation of 
those resources (FAO, 2017a). 
The agricultural land area per person has been 
continuously decreasing from 1.30 ha to 0.7 ha 
between 1967 and 2013 (FAOSTAT, 2013). There 
are regional variations in this phenomenon: in 
Asia, over the past few decades, increased 
production has been achieved almost 
exclusively through increased productivity, 
without an expansion of cultivated land, while in 
Africa, average cereal production has remained 
constant, but more land has become arable 
(OECD, 2016).  
The expansion of agricultural land occurs at the 
expense of forests, savannahs, and natural 
grasslands, accompanied by an increase in 
greenhouse gas emissions and an acceleration 
of biodiversity loss. Agriculture is also, and is 
expected to remain, the largest consumer of 
global freshwater resources. Strong competition 
from the processing industry, electricity 
production, and household consumers will result 
in a 55% increase in global freshwater demand 
by 2050 (FIT4FOOD2030). 
Climate change will have a clear unfavorable 
impact, especially in countries in the southern 
regions, and its effects will be felt on both food 
supply and the quality and access to food. 
Changes in temperature and precipitation 
patterns can contribute to an increase in global 
food prices by 2050 (Porter et al., 2014), 
potentially reducing access to food for 
vulnerable populations (FAO, 2017a). Opinions 
on the impact on agricultural production in 
northern countries are nuanced, involving both 
positive and negative effects (Porter et al., 2014). 
The increase in life expectancy, income, 
education levels, the digital economy, urbanized 
lifestyles, and more have influenced changes in 
consumer eating habits. The changes in 
consumption preferences today are significant 
compared to just one generation ago. 
Consumers are becoming increasingly 
concerned about nutrition, health, and 
sustainability in supply chains, carbon emissions, 
ethical considerations, and more. In other words, 
consumers are becoming more responsible 
regarding the impact of their choices.  

The Center for Food Literacy defines food 
literacy as “understanding the impact of food 
choices on our health, environment, and 
economy “The prevalence of diet–related health 
conditions and allergies has increased 
awareness of the relationship between food and 
health. Health has become a major concern for 
consumers today and is often the primary 
motivation for food choices. Additionally, greater 
awareness of the origin of food has led to an 
increased demand for local or regional 
products. More transparency is being sought, 
with consumers wanting more information about 
ingredients, their origin, production methods, 
processing, and distribution.  
Challenges related to increasing agricultural 
supply have been addressed so far through the 
intensification of agricultural land use, irrigation, 
and the use of chemicals. Global agricultural 
production tripled between 1961 and 2015. 
However, there have been negative effects on 
the natural resource base of agriculture, 
including land degradation, increased pest and 
disease resistance, loss of biodiversity, 
deforestation, greenhouse gas emissions, nitrate 
pollution, etc.  
The growing demand for food, increased quality 
requirements, environmental considerations, and 
the need to avoid negative impacts on limited 
resources all require the development and use of 
innovative technologies for the future. 
RESULTS 
The use of digital technologies (such as 3D 
printing, the Internet of Things, cloud computing, 
robotics, etc.), along with the utilization of new 
materials (nano– and biotechnological), 
synthetic biology, and the large volume of 
accessible data (Big and Open Data), underlie 
the fourth industrial revolution (Agriculture 4.0) 
(FIT4FOOD2030). Digital technologies and new 
data analysis processes based on artificial 
intelligence will impact every stage of the agri–
food chain: primary production, processing, 
distribution, and consumption (for example, 
through product selection and adapting diets 
based on the daily health parameters of each 
individual).  
A multitude of remote sensing techniques, from 
field sensors to drones and satellite imagery, now 
provide real–time information about crop 
conditions. Robotics is explored in both primary 
production, from planting to harvesting 
(identifying weeds and diseases, precise 
pesticide application, and harvesting), as well as 
in processing industries.  
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Blockchain technology, recently used in the 
agri–food sector to track the trading of 
agricultural products, has an impact on the 
speed of transactions, transparency, and the 
efficiency of the supply chain. By 
interconnecting stakeholders along the supply 
chain, it ensures control and analysis of the 
journey of each product from the farm to the 
consumer. 
A huge volume of data (Big Data) that covers 
various segments of the agri–food supply chain 
can be captured and analyzed (using 
sophisticated algorithms) to increase efficiency 
through the implementation of Internet of Food 
platforms (Kouma, 2011). This large amount of 
information and analysis influences current 
consulting systems. Social media has a significant 
role in gathering information about consumer 
behavior (digital shadow). Distribution can use 
this information to predict changes in demand 
for specific products and to generate 
differentiated, and even individual, pricing 
(FIT4FOOD2030).  
Open access to digital information tends to 
change business models, even for major and 
established companies in the agricultural 
product trade. For instance, if Cargill has built its 
market power over the past hundred years on 
the basis of limited access by farmers to market 
information, today, this information is available 
even to the most remote agricultural producers. 
This new context forces Cargill to reinvent itself, 
integrating intelligent applications for farmers 
into its offerings (such as facial recognition 
software for cattle farms), using new satellite 
data technologies for monitoring and assessing 
crops, and expanding its business to new sources 
of protein (aquaculture and cultured meat), 
taking into account the new challenges of the 
agri–food system (Parker M., Blas J, 2018). 
Massive investments in Agtech companies in 
recent years anticipate the emergence of 
further innovations. The new markets created 
offer new business opportunities for 
entrepreneurs. It can also be an opportunity for 
emerging countries to reduce the technological 
gap, especially in the context of decreasing 
equipment costs and expanding open–source 
practices (OECD, 2016).  
A massive transformation in the way agricultural 
businesses operate is expected, beyond what 
we used to call precision agriculture. However, 
the adoption of these technological innovations 
(even the adaptation of sustainable agricultural 
systems and practices) requires investments in 

research and development (R&D). Agricultural 
research intensity (the share of public spending 
on research and development in agriculture's 
contribution to GDP) is over 5 times higher in 
high–income countries compared to low–
income countries (Pardey, Chan–Kang, and 
Dehmer, 2014).  
The rate of economic growth in emerging 
countries and the expansion of communication 
and information technologies will strongly shape 
the evolution of this phenomenon, possibly even 
shifting the center of gravity of the global 
economy more towards the east and the south. 
This will also influence global governance 
structures to reflect the new configuration 
brought about by the multitude of participants in 
a multipolar economic world (OECD, 2016).  
Until the early 1980s, the state played a 
significant role in shaping and marketing 
agricultural production in most countries. 
Governments were involved in the agricultural 
and agri–food market through intervention and 
control measures to generate fiscal revenues 
and, in some cases, to gain political control. 
However, since the 1980s and 1990s, many of 
these state intervention and control systems 
have come under pressure to liberalize. 
Nevertheless, in the last decade, new trade 
barriers in favor of domestic industries have been 
applied with greater frequency (OECD, 2016). 
Globalization and liberalization have led to 
increased investments in agriculture, the 
development of the food industry, and the 
growth of international food trade. The 
increased global food flow, the development of 
global distribution networks, and the rise of 
private standards have significantly favored the 
concentration of primary production and the 
consolidation of agricultural lands, promoting the 
development of large farms (Reardon et al., 
2003). However, this has also led to a constant 
erosion of food production systems and local 
food patterns (Holden, 2018).  
The impact on agriculture and the agri–food 
system is the reduction of food losses and waste 
at all levels of the food chains. This indeed 
represents a systemic change in current methods 
of production and consumption, the relationship 
between producers and consumers, and that of 
“consumers with products and materials” (Stahel, 
2016).  
However, significant economic opportunities 
would be created, but political decisions and 
incentive tools are required to promote a circular 
economy. The transition to this paradigm involves 
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substantial costs for building the necessary 
infrastructure. On the other hand, the fact that 
this type of economic model operates more at 
the regional and national levels and is less reliant 
on import markets to meet demand makes it a 
viable alternative if reducing the trade deficit 
becomes a political objective (OECD, 2016). 
CONCLUSIONS 
Concerns about food security and safety have 
shaped the agricultural system, and these issues 
have been at the center of a series of food 
scandals since the 1990s (BSE, dioxin, avian flu, 
swine flu, etc.). This has led to the 
implementation of risk management systems and 
product tracking systems (traceability), and even 
the emergence of demand for special products 
(e.g., organic eggs).  
Urbanization, the participation of most family 
members in the labor market, and time 
constraints have led to an increased demand for 
convenience foods. While often criticized, 
especially due to their low nutritional value and 
packaging waste, this type of food is 
experiencing significant growth today, driven by 
fresh–cut and packaged products.  
The future of food products is about quality, 
taste, health, fresh and local products, as well as 
differentiation and customization. Various 
pressures on the agri–food sector, such as low 
consumer prices, raw material availability, 
increasing food safety regulations, health 
concerns, high innovation costs, etc., have 
created the need for economies of scale and 
led to strong consolidation processes within the 
sector.  
Many mergers and acquisitions have taken 
place in recent years, resulting in the creation of 
massive corporations that exercise control over 
decisions within the agri–food system. New forms 
of regulation are required to mitigate the risk of 
unfair business practices, ensure the fair 
distribution of profits across the agri–food chain, 
and promote its sustainability.  
In conclusion, the global trends and challenges 
facing agriculture and the agri–food system are 
manifold, and it is an opportune and necessary 
process for decision–makers, researchers, and 
businesspeople to reflect upon.  
Agricultural and food production is expected to 
increase due to population growth and rising 
incomes. However, the expansion of the 
agricultural and agri–food sector can be 
significantly limited by the existing pressure on 
agricultural land and water resources. Innovative 
production models are required to enhance 

productivity while maintaining biodiversity and 
preserving the quality of natural resources. 
Sustainable production practices are demanded 
due to the increasing consumer awareness of 
sustainable and healthy consumption patterns. 
Success in shaping robust and resilient agri–food 
systems depends on intelligent strategies that 
can integrate digitization, new collaboration 
methods within the agri–food supply chain, and 
the circular economy. 
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